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ABSTRACT

This report describes a human reliability analysis (HRA) methodology developed by the U.S.
Nuclear Regulatory Commission (NRC) staff, the General Methodology of an Integrated Human
Event Analysis System (IDHEAS-G). IDHEAS-G was developed in response to the staff
requirements memorandum (SRM) M061020, dated November 8, 2006, to the Advisory
Committee on Reactor Safeguards (ACRS). The SRM directed the ACRS to, “work with the
[NRC] staff and external stakeholders to evaluate different human reliability models in an effort
to propose a single model for agency use or guidance on which model(s) should be used in
specific circumstances.” IDHEAS-G is intended to be a human-centered, general methodology
used to develop application-specific HRA methods by the NRC. It integrates the strengths of
existing HRA methods and enhances HRA in: (1) application scope, (2) scientific basis, (3) HRA
variability, and (4) data for HRA. An example of the use of the IDHEAS-G framework is the
development of Research Information Letter 2020-02 — IDHEAS for Event and Condition
Assessment (IDHEAS-ECA) and its associated software tool. IDHEAS-ECA has proven to be a
useful HRA method for supporting the NRC’s risk-informed decisionmaking processes.
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EXECUTIVE SUMMARY

Following the issuance of the Commission’s policy statement on the use of probabilistic risk
assessment (PRA) methods in nuclear regulatory activities (60 Federal Register 42622), the
U.S. Nuclear Regulatory Commission (NRC) staff focused on improving human reliability
analysis (HRA), which is an essential part of PRA. The Commission, in its staff requirements
memorandum (SRM) M061020, directed the Advisory Committee on Reactor Safeguards
(ACRS) to, “work with the [NRC] staff and external stakeholders to evaluate different human
reliability models in an effort to propose a single model for agency use or guidance on which
model(s) should be used in specific circumstances.” In response to SRM M060120, the NRC
staff evaluated several HRA methods by conducting two international collaborative research
projects that compared the results obtained from the HRA methods to simulator experiments.
Based on the results of the comparisons, which are known as the International HRA Empirical
Study (NUREG-2127) and the U.S. HRA Empirical Study (NUREG-2156), the NRC staff
identified areas for HRA improvement and decided to develop an enhanced HRA methodology
to integrate the strengths of the existing HRA methods and improve HRA in the areas of
application scope, scientific basis, variability, and data. The enhanced HRA methodology is
referred to as general methodology of an Integrated Human Event Analysis System (IDHEAS-
G). IDHEAS-G is intended to be a human-centered, general methodology used to develop
application-specific HRA methods and consists of two parts: a cognition model of human
performance and an HRA process that implements the cognition model.

Cognition Model

The cognition model integrates current research in cognitive and behavioral science and is
based on an extension of the cognitive basis framework documented in NUREG-2114. The
cognition model consists of a cognitive basis structure and a performance influencing factor
(PIF) structure for which an overview is shown in Figure ES-1 and briefly explained in the
subsequent paragraphs.

Human action

Cognitive

Macrocognitive Basis
IS Structure
‘ Processors ‘
Cognitive
Mechanisms
_____ T_—_—_—_—_—I—_—
Performance-Influencing
Factor Structure

« Context categories
« PIFs
« PIF attributes

Figure ES-1 Overview of the Cognitive Basis Structure and Performance-Influencing
Factor Structure
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A human action can be divided into several tasks. The cognitive basis structure describes how
humans succeed or fail at a task and the underlying cognitive mechanisms for the success or
failure. The cognitive basis structure is a way to model the cognitive demands of a task and it is
based on the concept of macrocognitive functions. Macrocognitive functions are the high-level
brain functions that must be successfully accomplished to achieve the cognitive activities
demanded by a task. The representation of a task with the cognitive basis structure is founded
on the following macrocognitive functions:

e Detection (D) is noticing cues or gathering information in the work environment.

e Understanding (U) is the integration of pieces of information with a person’s mental
model to make sense of the scenario or situation.

o Decisionmaking (DM) includes selecting strategies, planning, adapting plans, evaluating
options, and making judgments on qualitative information or quantitative parameters.

e Action execution (E) is the implementation of the decision or plan to change some
physical component or system.

e Interteam coordination (T) focuses on how various teams interact and collaborate on an
action.

The first four macrocognitive functions (D, U, DM, and E) may be performed by an individual or
a team, and interteam coordination is performed by multiple groups or teams. Each
macrocognitive function is achieved through a series of microcognitive information processes,
referred to as processors. Cognitive mechanisms enable the success and reliability of the
processors and are effective within their capacity limits. PIFs are the factors that positively or
negatively affect human performance. Consequently, they affect the capacity limits of the
cognitive mechanisms. When the PIFs make the cognitive mechanisms ineffective by
challenging their capacity limits, they increase the chance of error associated with the
processors and macrocognitive functions, which subsequently influence the likelihood of failure
of a task, and, therefore, the human action.

The PIF structure models the context of the human action using 20 PIFs in four categories,
which are shown in Table ES-1. The set of PIFs in IDHEAS-G is based on an extensive review
of the literature, existing HRA methods, human performance databases, and operational
experience in various domains (e.g., nuclear, aviation, transportation, and chemical processing).

Table ES-1  PIFs in IDHEAS-G

Environment and System Personnel Task
situation
e Work location e System and o Staffing ¢ Information
accessibility and instrumentation | e Procedures, availability and
habitability and control guidelines, and reliability
e Workplace visibility transparency instructions e Scenario familiarity
¢ Noise in workplace to personnel e Training o Multi-tasking,
and communication | ¢ Human-system | e Team and interruption, and
pathways interfaces organization distraction
e Cold/heat/humidity e Equipment and factors o Task complexity
¢ Resistance to tools o Work ¢ Mental fatigue
physical movement processes e Time pressure and
stress
e Physical demands
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Each PIF has a set of PIF attributes, which are the assessable traits of a PIF. A PIF attribute
describes a way that the PIF challenges the cognitive mechanisms and increases the likelihood
of errors in the processors.

Cognition Model Implementation through an HRA Process

The HRA process that implements the cognition model consists of the following four stages:

Stage 1—Scenario analysis. The purpose of this stage is to understand the event and
collect information about human actions from broad perspectives. This includes
developing an operational narrative, analyzing the scenario context, and identifying and
defining important human actions (e.g., the ones considered in a PRA or human failure
events (HFEs)). IDHEAS-G provides a structured process to query and document the
qualitative information used as the foundation of human error probability (HEP)
quantification.

Stage 2—Modeling of important human actions. The purpose of this stage is to model
important human actions for structured analysis and HEP quantification. This includes
identifying and characterizing critical tasks in an important human action, representing
potential task failure with cognitive failure modes (CFMs), and representing the context
of the important human action with PIFs. IDHEAS-G provides guidelines for task
analysis, as well as a basic set of CFMs and a comprehensive taxonomy of PIFs from its
cognition model.

Stage 3—HEP quantification. The purpose of this stage is to estimate the HEP for
important human actions, which has two parts: (1) the error probability attributed to the
uncertainties and variability in the time available and time required to perform the action
(Py) and (2) the error probability attributed to the CFMs (P.). IDHEAS-G provides several
approaches to HEP estimation, along with the human error data generalized in the
IDHEAS-G framework. IDHEAS-G uses a time uncertainty model, which incorporates
(convolves) the probability distributions of time available and time required, and the
generalized human error data to estimate P; and P., respectively. The overall HEP is
then1—(1—-P,)(1—P.).

Stage 4—lIntegrative analysis. While Stages 2 and 3 analyze individual important
human actions, Stage 4 analyzes all the important human actions as a whole. This
includes assessing the dependencies between important human actions and
documenting uncertainties in the event and its analysis. IDHEAS-G provides a new
approach to assess dependency between important human actions and supplementary
guidance for uncertainty analysis by consolidating existing guidelines.

The NRC staff developed guidelines to implement each stage in the HRA process. These
guidelines can be found in the appendices of this report. Figure ES-2 illustrates the IDHEAS-G
HRA process as a group of steps and Table ES-2 provides a crosswalk between the IDHEAS-G
stages discussed above and the steps shown in Figure ES-2.
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CFM = cognitive failure mode P, = error probability due to CFMs
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HFE = human failure event Tyeqa = time required

PIF = performance-influencingfactor yr . andoy, . =meanandstandard deviation of Tgpay
PRA = probabilisticrisk assessment HTreqq and 07, = meanand standard deviation of Tyeqq

Figure ES-2 lllustration of the IDHEAS-G HRA Process
Table ES-2 IDHEAS-G HRA Process Stages and Steps

IDHEAS-G Stages IDHEAS-G Steps

Stage 1 — Scenario analysis Step 1: Develop scenario narrative
Step 1: Develop scenario context
Step 1: Identify HFE

Step 1: Define HFE

Stage 2 — Modeling of Step 2: Analyze tasks and identify CT(s) in HFE
important human actions Step 3: Characterize the CT(s) and select applicable CFMs
Step 4: Assess PIFs applicable to every CFM

Stage 3 — HEP quantification | Step 5: Calculate P,

Step 6: Analyze HFE timeline

Step 6: Estimate parameters of Ty, and T.q4 distributions
Step 6: Calculate P;

Step 7: Calculate overall HEP

Stage 4 — Integrative analysis | Step 8: Uncertainty and dependency analysis and
documentation

HRA Areas Improved by IDHEAS-G

IDHEAS-G improved the following four areas by integrating the inputs from the broad technical
community, adopting the strengths of existing HRA methods, and incorporating state-of-the-art
cognitive and behavioral science.
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. Application scope — IDHEAS-G provides an application-independent process for
performing HRA along with a comprehensive set of CFMs and PIFs, which allows the
expansion of the application scope of HRA into other applications (e.g., use of flexible
and coping strategies equipment and external events) and nuclear-related domains.

° Scientific basis — The application-independent HRA process in IDHEAS-G is based on
state-of-the-art cognitive and behavioral science. Human performance is modeled using
a cognition-based approach that is more comprehensive than that found in existing HRA
methods. The cognitive basis structure provides an explicit picture of how and why
personnel succeed or fail in performing expected tasks in a complex work environment
and the PIF structure describes the challenges to human performance. IDHEAS-G
includes the modeling of cognitive activities in a teamwork and organizational
environment.

. HRA variability — The structure and traceability of the HRA process in IDHEAS-G along
with the guidelines for analyzing and documenting an event should reduce the inter-
analyst variability. IDHEAS-G also has an improved approach to time uncertainty
analysis, which emphasizes the identification of factors that contribute to the uncertainty
in time available and time required to perform the action. The traceability of the
IDHEAS-G HRA process allows analysts to identify sources of variability in the results of
the HRA and attempt to reconcile differences in the results. The scientific basis that
underpins the IDHEAS-G HRA process should reduce the variability that results from
applying the methodology across different applications.

. Data for HRA — Perhaps the major contribution that IDHEAS-G can make to improve
HRA practice is to open the methodology for incorporating human error data across a
number of domains. The structure of the IDHEAS-G HRA process is general enough to
incorporate data across domains (e.g., nuclear, aviation, transportation, and chemical
processing). Also, the basic quantification structure allows for generalization of data in
different domains. Moreover, the NRC staff has been developing an HRA database
drawing from nuclear power plant operator simulator data. This database is known as
Scenario Authoring, Characterization, and Debriefing Application (SACADA). SACADA
is structured using the same cognitive framework as IDHEAS-G so that the data can be
used to support HEP estimation. Given that IDHEAS-G emphasizes context, the
compilation of data pertaining to the impact of environmental and organizational factors
on personnel actions will be needed. The availability of data to support the application of
IDHEAS-G will significantly increase the feasibility of its use. Over time, as more
applicable data are compiled, incorporating data from different domains should become
one of the major strengths of IDHEAS-G.

IDHEAS-G can be used to develop application-specific HRA methods. An example of
developing an application-specific HRA method using IDHEAS-G and incorporating data across
multiple domains is the publication of the Integrated Human Event Analysis System for Event
and Condition Assessment (IDHEAS-ECA). IDHEAS-ECA was published in February 2020 as
Research Information Letter 2020-02 and can be found using the Agencywide Documents
Access and Management System (ADAMS) accession number ML20016A481. IDHEAS-ECA
has proven to be a useful HRA method for supporting the NRC’s risk-informed decisionmaking
processes.
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1 INTRODUCTION

1.1 Purpose of the Report

In 1995, the U.S. Nuclear Regulatory Commission (NRC) adopted a policy stating the following:

[tlhe use of probabilistic risk assessment (PRA) technology should be increased
in all regulatory matters to the extent supported by the state-of-the-art in PRA
methods and data and in a manner that complements the NRC’s deterministic
approach and supports the NRC’s traditional defense-in-depth philosophy. [1]

PRA models the reliability of systems and personnel to mitigate a system abnormality and
prevent it from developing undesired consequences. It addresses three key questions: what
can go wrong, how likely is it to go wrong, and what are the consequences [2]. Human reliability
analysis (HRA) is an essential part of PRA. HRA is an engineering approach that systematically
analyzes human performance for events or specified conditions.

This report presents a new HRA methodology, referred to as the General Methodology of an
Integrated Human Event Analysis System (IDHEAS-G) and the work performed to develop it.
The development work, described in the appendices to this report, serves as supplementary
guidance for using IDHEAS-G and also can be used as a reference resource for HRA in
general.

The NRC staff highlights the following intended uses of IDHEAS-G:

° IDHEAS-G is a method to perform HRA for all nuclear applications. Based on cognitive
science, it analyzes human failures with a cognition model.

. IDHEAS-G is a general methodology and can be used as high-level guidance for
developing application-specific HRA methods or tools.

. IDHEAS-G can serve as a platform to generalize and integrate human error data from
various sources for human error probability (HEP) estimation. IDHEAS-G uses the
cognition model as the basis to analyze an event scenario, model important human
actions, and quantify HEPs. The cognition model has a structured taxonomy that can
model human errors from cognitive perspectives at different levels of detail and link the
errors to causal factors. The generalized data can also serve as anchors in addressing
HRA variability (see the third area for HRA method improvement in Section 1.2).

° IDHEAS-G is also a method for systematically analyzing human events, including
identifying potential human failures and root causes. The NRC staff has used
IDHEAS-G to analyze and document some notable human events and simulator
experiments to test the methodology.

1.2 Background

To date, about 50 HRA methods have been developed worldwide. In the United States, notable
HRA methods used in the nuclear industry include the following:

. “The Handbook of Human Reliability Analysis with Emphasis on Nuclear Power Plant
Applications” (i.e., Technique for Human Error Rate Prediction (THERP)) [3]

. Accident Sequence Evaluation Program Human Reliability Analysis Procedure [4]
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. Success Likelihood Index Methodology Multi-Attribute Utility Decomposition (SLIM-
MAUD) [3], [6]

. Standardized Plant Analysis Risk Human Reliability Analysis method (SPAR-H) [7]-[9]

. “A Technique for Human Event Analysis (ATHEANA)” [10], [11]

. Human Cognitive Reliability (HCR)/Operator Reliability Experiments (ORE) method
[12]

. Cause-Based Decision Tree (CBDT) method [12]

Improving HRA has been an NRC research focus since the 1995 publication of the NRC PRA
policy statement [1]. In 2005, the NRC published NUREG-1792, “Good Practices for
Implementing Human Reliability Analysis” [13]. After evaluating various HRA methods against
these practices, the NRC issued NUREG-1842, “Evaluation of Human Reliability Analysis
Methods Against Good Practices,” in September 2006 [14]. In Staff Requirements
Memorandum (SRM) M061020 [15] to the Advisory Committee on Reactor Safeguards (ACRS),
dated November 8, 2006, the Commission directed the ACRS to “evaluate the different human
reliability methods to propose a single model for the agency to use or guidance on which
model(s) should be used in specific circumstances.” To evaluate the methods, the NRC staff
performed two international collaborative research projects, the International HRA Empirical
Study [16]-[19] and the U.S. HRA Empirical Study [20], comparing HRA methods and simulator
experiments. These studies provided valuable lessons from use of the HRA methods and
identified areas for HRA improvement. Based on the results of the empirical studies, the NRC
decided to develop an enhanced HRA method, referred to as the Integrated Human Event
Analysis System (IDHEAS). The method was intended to integrate the strengths of existing
HRA methods and enhance HRA in the four areas described below:

(1) Application scope—Each existing HRA method was developed for a specific
application domain, and most were developed for a procedure-based response to
internal events occurring at-power in NPPs. As a result, the methods are not necessarily
adequate to model human actions for NPP events that result from external hazards or
events in other domains. The use of PRA is expanding to include many diverse
applications. As the application of PRA grows and covers broader contexts, HRA must
be able to expand with it and support the growth areas. Over the years, some HRA
studies have been performed for contexts other than internal, at-power events. The
studies either adapted the methods used for internal, at-power events or used the
general HRA concepts. A consistent methodology is needed to address HRA across
different applications and different domains.

(2) Scientific basis—Existing HRA methods were built on behavioral observations of
human performance and cognitive science. Without explicitly modeling the intrinsic
cognitive mechanisms underlying human errors, an HRA method may result in different
interpretations of the same observed phenomena and poor understanding of the causes
of human errors. HRA methodology should be enhanced to include the advances made
in cognitive and behavioral science in the past decades.

(3) HRA variability—HRA results, especially the HEP for a human failure event (HFE) can
vary significantly, depending on the HRA model or method used and the analyst
applying the method. The International HRA Empirical Study [16]-[19] and the
U.S. HRA Empirical Study [20] identified three types of HEP variability in a given
scenario: method-to-method, analyst-to-analyst, and crew-to-crew. The International
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HRA Empirical Study indicated that key sources of the variability including weak
guidance for performing the qualitative analysis and poor understanding of
performance-influencing factors (PIFs) could affect the HEP.

Data for HRA—The use of empirical data for HEP estimation has been limited in past
studies by the lack of relevant data and discrepancies between the formats of available
data and HRA methods. A lack of a strong data basis in the methods may challenge the
method validity and introduce additional variabilities in HEP estimation.

Section 7.1 provides further discussion of how IDHEAS-G addresses these four areas of HRA
method enhancement.

1.3

Strategic Approach to Human Reliability Analysis Method Development

Based on lessons learned from previous studies, the NRC staff took the following strategic
approach to develop IDHEAS and improve the state of HRA. Figure 1-1 illustrates the
interaction of the activities in the strategic approach.

Developed a cognitive basis for HRA. The purpose of the cognitive basis is to
synthesize the fundamentals of human cognition into a structure that supports HRA
method development and HRA practices. NUREG-2114, “Cognitive Basis for Human
Reliability Analysis,” issued January 2016, documents the cognitive basis [21].

Developed a generic HRA methodology based on cognitive and behavioral sciences.
The methodology should be independent of specific HRA applications and apply to a
wide range of HRA applications in the nuclear domain. The methodology should also
integrate the strengths of existing HRA methods and conform to existing PRA standards.
This methodology, documented in this report, is referred to as IDHEAS-G.

Documented and generalized human error data from various sources and generalized
the data in the IDHEAS-G framework to inform HEP quantification. Along with the
development of IDHEAS-G, the NRC staff used the cognition model to generalize
empirical data from the literature and various operational databases to inform HEPs.
This will be a longer-term and ongoing effort as more data become available.

Implemented the methodology in the context of internal NPP events that initiate while the
reactor is at-power. The work, a collaboration with the Electric Power Research Institute
(EPRI), was documented in NUREG-2199, Volume 1, “An Integrated Human Event
Analysis System (IDHEAS) for Nuclear Power Plant Internal Events At-Power
Application” [22], published in March 2017. Experience gained from the
application-specific approach informed the approach to the general methodology
presented in this report.

Developed quantification tools for other applications using IDHEAS-G.
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Figure 1-1 Strategic Approach to HRA Method Development

1.4 Overview of IDHEAS-G

Performing HRA requires both qualitative analysis (analyzing the human event) and
quantification (estimating HEPs). Key HRA results include (1) scenarios describing expected
and deviating human and system activities, (2) identification of important human actions that
may lead to an undesired or an unsafe system state, (3) identification of the ways that a human
can fail, (4) identification of the factors that affect human performance, and (5) estimation of
HEPs. HRA methods achieving these results include qualitative analysis, which is to
understand event scenarios and the context of important human actions in the scenario, and
quantitative analysis to estimate HEPs.

IDHEAS-G consists of two parts: a cognition model of human performance and reliability, and
an IDHEAS-G-specific HRA process that implements the cognition model. The cognition model
integrates current research in cognitive and behavioral science. It consists of a cognitive basis
structure and a PIF structure. The cognitive basis structure describes how humans succeed or
fail at a task and the underlying cognitive mechanisms for the success or failure. The PIF
structure describes which factors affect the likelihood of success or failure and how those
factors impact the effectiveness of the cognitive mechanisms and increase the likelihood of
human failures. Both structures have cognition-based taxonomies representing an important
human action and the associated context of the action.

IDHEAS-G implements its cognition model to the full span of the general HRA process (see
Section 4.1.1). The HRA process of IDHEAS-G consists of four stages:

(1) Stage 1—Scenario analysis. The purpose of this stage is to understand the event and
collect information about human actions from broad perspectives. This includes
developing an operational narrative, analyzing the scenario context, and identifying and
defining important human actions (i.e., the ones considered in a PRA). IDHEAS-G
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provides a structured process to query and document the qualitative information used as
the foundation of HEP quantification.

(2) Stage 2—Modeling of important human actions. The purpose of this stage is to model
important human actions for structured analysis and HEP quantification. This includes
identifying and characterizing critical tasks in an important human action, representing
potential task failure with cognitive failure modes (CFMs), and representing the context
of the important human action with PIFs. IDHEAS-G provides guidelines for task
analysis, as well as a basic set of CFMs and a comprehensive taxonomy of PIFs from its
cognition model.

(3) Stage 3—HEP quantification. The purpose of this stage is to estimate the HEP for
important human actions. IDHEAS-G provides several approaches to HEP estimation,
along with the human error data generalized in the IDHEAS-G framework.

(4) Stage 4—Integrative analysis. While Stages 2 and 3 analyze individual important
human actions, Stage 4 analyzes all the important human actions as a whole. This
includes addressing the dependencies between important human actions and
documenting uncertainties in the event and its analysis. IDHEAS-G provides
supplementary guidance for uncertainty analysis by consolidating existing guidelines.

Figure 1-2 illustrates the composition of IDHEAS-G. The cognition model is incorporated into all
four stages of the IDHEAS-G HRA process. In particular, the cognition model is the basis for
modeling important human actions. The cognition model allows integration of human error data
available from various sources (i.e., experiments, operating experience, and expert judgments),
and the integrated data can inform HEP quantification. The outputs of one stage serve as the
inputs to subsequent stages. Moreover, each stage represents the analysis of an important
human action from a different perspective, and the outputs of each stage provide valuable
insights into the success and failure of an important human action.

Cognitive Basis Structure
PIF Structure

[ 2
ﬂ ﬂ ﬂ Human error data
¥

Cognition Model

Stage 1 Stage 2 Stage 3 Stage 4
analysis important uantification -  analysis
=) human actions =1 9 ] y

Figure 1-2 IDHEAS-G Diagram

While IDHEAS-G follows the general analysis flow used by most existing HRA methods, it has
new features, briefly described below, that advance the state of practice of HRA:

° The cognition model explains how and why humans succeed and fail at a task and why
PIFs affect the likelihood of failure.
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. A basic set of CFMs models human errors independent of application domain, and
structured PIF states represent the context in which the important human action occurs.

° A time uncertainty model calculates the HEPs attributed to uncertainties in time available
and time required to perform important human actions.

. Integrated human error data support HEP quantification.

. A framework is used for generalizing and integrating human error data to inform HEP
estimation.

1.5 Organization of the Report

This report is organized into seven chapters and 13 appendices. The seven chapters represent
the main body of the text and describe IDHEAS-G with a focus on new developments.

Chapter 1 provides an introduction and overview of IDHEAS-G. Chapters 2 and 3, respectively,
describe the two parts of the cognition model, cognitive basis structure and PIF structure.
Chapter 4 explains the IDHEAS-G HRA process (i.e., the four stages: scenario analysis,
modeling of important human actions, HEP quantification, and integrative analysis) that
implements the cognition model. Chapter 5 describes the time uncertainty model. Chapter 6
explains the IDHEAS-G framework for generalizing human error data. Chapter 7 discusses
perspectives on applying IDHEAS-G, future research, and concluding remarks. Chapter 8 lists
the references used in this report.

The 13 appendices document the work performed to develop IDHEAS-G and serve as
supplemental guidelines for performing the various stages of the HRA process. These
supplemental guidelines are intended to help HRA analysts use IDHEAS-G. The
supplementary guidelines use many examples to facilitate readers’ understanding of the
guidance. Many side-by-side examples demonstrate different perspectives on a topic or
demonstrate the implications of the guidance in different HRA applications, such as NPP
operations, radioactive medical equipment operation, or response to chemical material release.
In addition, the appendices demonstrate how to perform the stages of the HRA process in
IDHEAS-G and give full examples of using IDHEAS-G for event analysis. Each appendix can
be viewed as a standalone document to assist with a specific part of the HRA process. Below is
a brief summary of the appendices.

APPENDIX A. “Cognitive Mechanisms Underlying Human Performance and Reliability"—This
appendix presents prevalent cognitive mechanisms that have been studied in cognitive and
behavioral science and their association with macrocognitive functions.

APPENDIX B. “Links of PIF Attributes to Cognitive Mechanisms”—This appendix generalizes
experimental findings and operational experience on how PIF attributes can lead to
ineffectiveness of cognitive mechanisms. The information explains why and how PIFs affect
human performance and increase the likelihood of human errors.

APPENDIX C. “Insights into Performance-Influencing Factors from the Cognitive Literature™—
This appendix explains the insights obtained from the cognitive literature about the PIF
attributes and their effects on HEPs.

APPENDIX D. “Cognitive Basis for the Combined Effect of PIFs on HEPs."—This appendix
describes the cognitive basis for the quantitative treatment of PIF combinations.

APPENDIX E. “Scenario Analysis"—This appendix provides step-by-step guidance for
performing scenario analysis to establish an overall understanding of event context and event
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evolution. The guidance provides structured ways to acquire information on human aspects of
an event evolution and organize context information for modeling and quantifying important
human actions.

APPENDIX F. “ldentification and Definition of Important Human Actions”—Important human
actions (or HFEs) are the objects of HRA quantification. PRA models prospectively identify
human actions for modeling, but actual events may involve actions that are not included in PRA
models. This appendix provides guidance on identifying and defining critical human actions with
and without the presence of PRA models.

APPENDIX G. “Task Analysis”—This appendix provides guidance for identifying and
characterizing critical tasks in a human action. Task characterization includes, but is not limited
to, cognitive activities demanded by a task, timing, and relation between tasks. The guidance
also includes several task analysis methods for HRA. This appendix provides a specific, logical
framework and vocabulary for performing task analysis for HRA.

APPENDIX H. “Identification of Cognitive Failure Modes™—This appendix discusses the basic
set of CFMs in IDHEAS-G and provides guidance and examples of adapting the basic set of
CFMs for a specific HRA application.

APPENDIX |. “Assessment of Performance-Influencing Factors"—This appendix provides
guidance and examples of how to structurally represent the context of an important human
action with PIFs.

APPENDIX J. “Quantification of Human Error Probability”—This appendix provides guidance
and examples of using different approaches to quantify HEPs based on HRA methods and data
available.

APPENDIX K. “IDHEAS-G Treatment of Dependency between Human Failure Events”— This
appendix describes the IDHEAS-G dependency model along with some insights for improving
dependency analysis in HRA. The model is capable of systematically identifying changes in the
context of an HFE that result from the failure of the preceding HFE, modeling the changes at
different levels of the IDHEAS-G HRA process, and re-estimating the HEP based on the
changes.

APPENDIX L. “Uncertainty Analysis and Documentation”—This appendix generalizes existing
guidance on uncertainty analysis and documentation. It emphasizes that uncertainty analysis is
not an add-on to the HRA process. Instead, analysis and documentation of uncertainties are
embedded in every stage of the IDHEAS-G HRA process.

APPENDIX M. “Demonstration of the IDHEAS-G HRA Process”—This appendix provides two
examples of implementing the IDHEAS-G process for performing HRA. The first example is an
actual event— the March 28, 2010, fire event at the H.B. Robinson Steam Electric Plant,

Unit 2— and the second example analyzes a hypothetical event.

We emphasize the importance of the using the supplementary guidance in the appendices of
this report along with the IDHEAS-G HRA process described in Chapter 4. HRA deals with
human events under uncertainties and performing HRA requires analysts’ subjective judgment,
which inevitably introduces analyst-to-analyst variability in the results. Structured guidance
describing the detailed process of an HRA helps explain the uncertainties and trace the sources
of analyst-to-analyst variability. This ultimately improves HRA quality. The guidance
documented in the appendices of this report is developed for this purpose.
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1.6 Perspectives on the Development of the IDHEAS-G Human Reliability
Analysis Method

IDHEAS-G includes advances in several HRA areas. First, it is an application-independent
HRA method. Also, it can be used for any nuclear-related HRA application for human event
analysis, including various types of NPP events such as internal and external hazards,
important human actions within and outside the main control room, during at-power and
shutdown operations, and nuclear material handling events. Second, it is based on cognitive
and behavioral science. Its underlying cognition model makes HRA more explainable: it
explains how and why a person may fail an action, as well as why and how various contexts of
an important human action affect the likelihood of its success or failure. Third, IDHEAS-G
delineates a structured HRA process for consistently analyzing an event and documenting the
results in a transparent manner. IDHEAS-G also provides step-by-step guidance for qualitative
analysis and quantification that clearly specifies the objective, process, inputs, and outputs of
each stage. IDHEAS-G makes the HRA process transparent and traceable. Therefore, it
improves the consistency of HRA performed by different analysts. If there is analyst-to-analyst
variability in the outcomes of HRA, the differences can be easily traced for reconciliation.

Last and probably most important, IDHEAS-G has a built-in interface with human error data,
which allows the use of empirical data for HEP estimation. The cognition model makes it
possible to generalize human error data from different events that share the same CFMs and
PIFs. In particular, in responding to SRM 090204B, dated February 4, 2009 [23], on developing
an HRA database, the NRC staff developed an operator simulator training database, referred to
as the Scenario Authoring, Characterization, and Debriefing Application (SACADA) [24].
SACADA collects simulator training data on licensed NPP operators. It is structured on the
same set of macrocognitive functions as those in IDHEAS-G, but its taxonomy of operator
failure modes and PIFs is oriented towards operator simulator training. The NRC staff
developed the mapping between SACADA and IDHEAS-G taxonomies. Therefore, the
SACADA data directly support HEP estimation in IDHEAS-G. An additional benefit of IDHEAS-
G is that it connects to an operational human performance database and makes use of the data.
In the longer term, the NRC staff should continue generalizing human error data from a variety
of sources to support HEP estimation.

Throughout the development of IDHEAS-G, the ACRS guided the NRC staff in developing
structured guidelines for all the HRA areas to enhance HRA quality. For example, scenario
analysis has been recognized as an essential step in HRA. Yet, existing HRA methods
generally lack explicit guidelines on how to perform scenario analysis and what information
should be collected for HRA through scenario analysis. As a result, HRA analysts may seek
various ways to perform the analysis or even skip some steps. The International HRA Empirical
Study [16]-[19] found that lack of clear guidance for qualitative analysis led to inconsistent
information collection for HRA and that was a major cause leading to HRA variability. The NRC
staff's approach was to integrate the strengths of existing HRA methods and develop additional
guidelines for the areas where guidance is lacking or weak. The staff documented the
appendices as IDHEAS-G supplementary guidance. While the supplemental guidance supports
the use of IDHEAS-G, it also supports HRA practices performed with other methods.

In summary, IDHEAS-G provides a link from what is factually known per current science to the
HRA/PRA models, i.e., the NRC staff is making better use of the available evidence to support
decisionmaking. Evidence includes what is embedded in theories, models, and data. Even
though the link is not perfect, establishing the link allows for the systematic enhancement of the
link as new research theories, models, and data become available.
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The methodology emphasizes the importance of the thorough qualitative analysis in HRA and
provides detailed qualitative guidance. Every step of the qualitative analysis yields insights into
risk-important scenarios, which tells people what they might fix to prevent human failure events.
The implication is that HRA is not just about getting an HEP estimate, but more about

understanding human performance in a scenario and identifying the potential problems that may
be fixed to improve human reliability.
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2 COGNITION MODEL—COGNITIVE BASIS STRUCTURE

IDHEAS-G is a general methodology. It is based on the cognition model developed from
cognitive research for HRA. The cognition model has two parts: a cognitive basis structure
described in this chapter and the PIF structure described in Chapter 3. This chapter and
Chapter 3 are essential to understand the scientific basis for the human performance modeling
in IDHEAS-G. Chapter 4 describes the implementation of the human performance model in the
IDHEAS-G HRA process.

This chapter presents the cognitive basis with cognitive mechanisms, which are the
fundamental explanations of why personnel may succeed or fail at a task. Chapter 3 presents
performance influencing factors with PIF attributes, which are the most basic elements affecting
human reliability. APPENDIX A and APPENDIX B present the links of the PIF attributes to the
cognitive mechanisms in a series of tables. The links are inferred from the cognitive and
psychological literature. In the context of the IDHEAS-G methodology, these tabulations
summarize the identified functional relationships. Using links in the tabulations enhances
analysts’ confidence in their assessment of risk contributors.

In addition to serving as the basis of the IDHEAS-G development, the cognition model can be
used more generally to identify causes, mechanisms, and PIFs to consider for any situation
involving human errors. The cognition model gives HRA analysts a structured tool, based on
cognitive research, to identify the factors relevant to a given human failure event. As a result,
the cognition model would be useful for other HRA methods or human factors applications.

2.1 Overview of the Cognition Model for Human Performance and Reliability

One of the objectives in developing IDHEAS-G is to have an HRA methodology based on
cognitive science showing why and how personnel fail actions. Through extensive literature
review and analysis, the NRC staff developed the Cognition Model for Human Performance and
Reliability as the basis for IDHEAS-G. The cognition model describes the nature of human
performance in applied work domains where human tasks are complex and often involve
multiple individuals or teams. Figure 2-1 shows a diagram of the cognition model.

Cognition Model for
Human Performance and Reliability

Important Critical Cognitive Basis Structure
Human Tasks
Action and
and Cognitive
Context of Activities PIF Structure
the Action
Figure 2-1  The Cognition Model for Human Performance and Reliability

The inputs to the cognition model are the critical tasks of an important human action (including
its cognitive activities) and its context (the conditions under which the action is performed). The
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output is the success or failure of the task. The cognition model explains why and how a task is
a success or failure and what influences the success or failure. The cognition model consists of
two parts: a cognitive basis structure, which explains how personnel perform a task correctly
and reliably and a PIF structure, which describes why the task is a success or failure and what
influences the success or failure. The cognition model can be used for HRA to (1) represent
how a task may fail through the cognitive basis structure, (2) represent the influence of context
on human reliability through the PIF structure, and (3) explain why the context or PIFs affect
task failure. These establish the basis for HEP quantification. The cognition model can also
guide HRA analysts as they inquire and organize information in the HRA qualitative analysis.

In the first phase of the IDHEAS project, the NRC staff led the development of a cognitive basis
framework for HRA, documented in NUREG-2114 [21]. This early cognitive basis framework
synthesizes research in cognitive and behavioral models and theories, cognitive mechanisms,
and some examples of PIFs. Given the broad scope of IDHEAS-G application, the NRC staff
performed an expanded review and synthesis of literature in cognitive and behavioral
psychology, human error analysis, and human factors. The scope of the additional work spans
to human performance in complex situations or severe operating conditions such as multiple
simultaneous events, multiple teams and organizations involved, distributed locations, and
dynamic decisionmaking. As a result, the NRC staff extended the cognitive basis framework in
NUREG-2114 into the structured cognition model to support HRA in various applications. This
chapter presents the cognitive basis structure, and Chapter 3 presents the PIF structure.
Chapter 4 describes the implementation of the cognition model in HRA.

2.2 Overview of the Cognitive Basis Structure

A human action can be divided into several tasks. Any human task involves various cognitive
activities such as monitoring parameters or operating equipment. Performing cognitive activities
demands brain resources. The cognitive basis structure is a way to model the cognitive
demands of a task. It is based on the concept of macrocognitive functions (see Section 7.1.2
for an explanation of the use of macrocognition to model human performance). The
macrocoghnitive functions are the high-level brain functions that must be successfully
accomplished to achieve the cognitive activities demanded by a task. As illustrated in

Figure 2-2, the cognitive basis structure represents a task, and this representation is founded on
five macrocognitive functions: detection, understanding, decisionmaking, action execution, and
interteam coordination. The macrocognitive functions describe human performance at the
individual or team level. The first four macrocognitive functions may be performed by an
individual, a group or a team, and the interteam coordination macrocognitive function is
performed by multiple groups or teams.
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Figure 2-2  Cognitive Basis Structure Representation of a Human Task

Each macrocognitive function is described as follows:

. Detection (D) is noticing cues or gathering information in the work environment.
Emphasized in this macrocognitive function are the sensory and perceptual processes
that allow humans to perceive copious amounts of information and focus selectively on
those pieces of information that are pertinent to the task being performed.

. Understanding (U) is the integration of pieces of information in the work environment
with a person’s mental model to make sense of the scenario or situation. Cognition in
this macrocognitive function ranges from automatic, effortless recognition and
understanding to more effortful thinking and deliberate attempts to make sense of
multiple pieces of information.

. Decisionmaking (DM) includes selecting strategies, planning, adapting plans,
evaluating options, and making judgments on qualitative information or quantitative
parameters.

. Action execution (E) is implementation of the decision or plan to make a change in

some physical component or system.

o Interteam coordination (T) is the macrocognitive function that focuses on how various
teams interact and collaborate on a task. In the present effort, IDHEAS-G uses this
macrocoghnitive function primarily to include coordination, collaboration, and
communication between teams. This macrocognitive function focuses on the emergent
aspects of interteam interaction to avoid duplicating the within-team interaction already
included in the four previous macrocognitive functions.

Each macrocognitive function is achieved through a series of microcognitive information
processes, referred to as processors. Performing a cognitive activity may demand some or all
the processors of a macrocognitive function. Notice that the Interteam coordination
macrocoghnitive function addresses only interactions between teams of personnel (e.g., between
the main control room crew and local operators). It does not to address interactions among
individuals within a team (e.g., among supervisors and operators of the main control room crew)
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to achieve a consensus decision or plan of action. Within-team interaction is a part of each
individual macrocognitive function. This can be seen in the process of the macrocognitive
functions described next.

For each macrocognitive function, the cognitive basis structure provides a causal tree, shown in
Figure 2-3, describing the process for accomplishing the macrocognitive function. A causal tree
connects the macrocognitive functions with a series of processes (referred to as processors?)
that achieve each function, the cognitive mechanisms that enable the processors, and PIFs that
affect the mechanisms. The set of processors describes the generic cognitive process of
achieving a macrocognitive function. For example, to achieve Detection, personnel start with a
mental model of what to detect and the criteria of successful detection, followed by attending to
the sources of the information to be detected, and then perceiving and recognizing the
information. To achieve the task in a realistic job setting, personnel need to continue the
Detection macrocognitive function while verifying the perceived information and making
corrections, as needed, and then retaining or communicating the results of the detection. These
last two processors involve within team interaction such as peer checking, supervision, and
communication. In Figure 2-3, the processors for each of the macrocognitive functions are
labeled as D1-D5, U1-U5, DM1-DM6, E1-E5, and T1-T7, respectively, and are explained in
Section 2.3.

Macrocognitive Cognitive PIFs
functions

mechanisms

Processor— D1 .
. Cognitive
Detection mechanism
Processor— D5 PIF 1 ‘

Cognitive

Processors

Processor— U1 | =T
Understanding mechanism ‘
Processor— U5 —
Cognitive PIF 3 ‘
mechanism
mechanism

Task.a_nd Processor— DM1
cognitive — ki —
activities making Processor— DM6 Cognitive PIF 17 ‘
Action Processor— E1 Cognitive PIF 18 ‘
execution Proces';or— E5 mechanism
PIF 19 |
Interteam Processor— T1 Cogmtnye
. . mechanism
coordination SR

—

Figure 2-3  The Cognitive Basis Structure

Cognitive mechanisms, shown to the right of the processors in Figure 2-3, are behavioral or
neural processing aspects that enable the success and reliability of the processors. Section 2.3

The term “processors” as used in this report is the same as “proximate causes” in NUREG-2114 [21].
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explains the components of each macrocognitive function, which include the processors and
cognitive mechanisms.

Examples of cognitive mechanisms of the detection macrocognitive function are attention,
working memory, and vigilance. Some mechanisms are essential for the macrocognitive
function to be accomplished; others ensure the reliability of a macrocognitive function. For
example, in the detection macrocognitive function, working memory is essential for retaining
perceived information in the brain, while vigilance maintains the brain’s neural network to
actively respond to external stimuli. Cognitive mechanisms work randomly (i.e., it involves a
chance or probability) because of the brain’s random neural activities. Thus, human errors that
result from the ineffectiveness of cognitive mechanisms are probabilistic, not deterministic.

Cognitive mechanisms work effectively under certain conditions, referred to as capacity limits.
Outside its capacity limits, a cognitive mechanism becomes less effective or completely
ineffective. For example, in the detection macrocognitive function, working memory has a
capacity limit of approximately 7 to 11 items, beyond which working memory deteriorates [25].
Cognitive experiments show that the percentage of correctness of remembered items
decreases as the number of items to be remembered in the task exceeds seven [26]. Working
memory can also be influenced by other capacity limits. For example, working memory needs
attention to be consolidated, it decays over time, and other concurrent tasks can interfere with it
[27].

The purpose of including cognitive mechanisms in the cognition model is to understand how the
processors and macrocognitive functions can be achieved reliably and how they are affected by
various PIFs, shown at the far right of Figure 2-3. Thousands of research papers have reported
findings on cognitive mechanisms, many of which are interrelated or intermingled. This report
did not intend to make an exhaustive list of all the cognitive mechanisms reported in the
literature, nor to reconstruct the mechanisms known to be orthogonal or independent of each
other. The cognitive basis structure includes only the cognitive mechanisms that are well
studied and demonstrated to be prevalent in the success and reliability of the processors. The
cognitive basis structure also includes the well-studied, prevalent capacity limits outside of
which a cognitive mechanism becomes less effective.

Ineffectiveness of a cognitive mechanism increases the chances of errors in the associated
processors. PIFs are the factors that positively or negatively affect human performance and
influence the effectiveness of cognitive mechanisms and subsequently influence the likelihood
of the success or failure of a task. The links between the cognitive mechanisms and PIFs are
explained in Chapter 3 and APPENDIX B.

The purpose of the causal tree is to explain the possible success or failure of a macrocognitive
function to accomplish a task. The causal tree identifies the processors needed in achieving the
task activities, the potential cognitive mechanisms involved in those processors, and what
contexts (PIFs) may enable or inactivate those mechanisms. Therefore, the causal trees
illustrate how and why macrocognition may fail.

The generic structure of a causal tree is shown in Figure 2-3. Starting from the left in the figure,
the blocks in the first box column represent the macrocognitive functions that the tree is
analyzing. The blocks in the second column represent the processors that achieve the
macrocognitive functions. Each processor is then linked to a set of cognitive mechanisms (i.e.,
the blocks in the third column). Each cognitive mechanism is connected to the relevant PIFs (in
the fourth column) for that mechanism. On the other hand, the causal tree from right to left can
be used to identify why personnel fail a macrocognitive function. The PIFs in the event context
challenge the capacity limits of the linked cognitive mechanisms and make them ineffective,
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which leads to errors in the connected processors that, in turn, increases the likelihood of failure
of the related macrocognitive functions. Note that different processors can be associated with
some common cognitive mechanisms, and the same cognitive mechanism may associate with
more than one processor. The same is true for the connections between PIFs and the cognitive
mechanisms. Each causal tree corresponds to a set of detailed tables in APPENDIX A and
APPENDIX B that provide supporting information for the psychological basis of each node in the
tree. Together, APPENDIX A and APPENDIX B serve as the psychological foundation for the
qualitative and quantitative analysis methodology of IDHEAS-G. Moreover, Appendices A and B
serve as a tool for HRA analysts to better understand how and why personnel may succeed or
fail human actions under a given context.

Overall, the cognitive basis structure is a multilevel model, which bridges neural information
processing (i.e., cognitive mechanisms), to microcognitive processes (i.e., processors), and
then to macrocognitive functions. It also bridges individual and within-team performance to
interteam and organizational level performance. It provides a comprehensive and explicit
picture of how personnel perform tasks in a work environment. As illustrated in Figure 2-2,
macrocognitive functions corresponding to the cognitive activities involved can represent a
human task. They can also be viewed as generic tasks that constitute complex human
performance. Also, the cognitive activities can be viewed as the observable aspects of the
macrocoghnitive functions. A human task can be broken into these cognitive activities and
thereby represented by corresponding macrocognitive functions.

2.3 Macrocognitive Functions

This section describes the details of each macrocognitive function, including (1) the types of
cognitive activities demanded for the function, (2) the processors, and (3) related cognitive
mechanisms.

2.3.1 Detection

Figure 2-4 illustrates the components of detection, which are explained in Sections 2.3.1.1,
2.3.1.2, and 2.3.1.3, respectively.

Detection cognitive activities Detection processors Detection cognitive mechanisms

D.a. Mental model of the
cues

D1. Initiate detection —
Establish the mental

model for information D.b. Perception of sensory

Figure 2-4
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attend to sources of
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communicate the
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D.d. Working memory

« Detect cues information
f . D.e. Vigilance
+ Acquire (gather) D3. Perceive, recognize,
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Components of the Detection Macrocognitive Function
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2.3.1.1 Cognitive Activities for Detection

The macrocognitive function detection obtains meaningful information in the work
environment. It allows personnel to focus on target information pertinent to the task from
copious amounts of information. Personnel may perceive information through various
senses (e.g., seeing, hearing, touching, smelling) or with the use of instruments. Detection
recognizes the meaning of the perception.

The following are general types of cognitive activities that require detection:

° Detect cues. Cues are brief indications of system or personnel status important for the
task being performed. Cues usually need to be detected as soon as they are present.
Examples of cues include system alarms, alert signs or signals, abnormal parameters,
trends, or changes in indications. Some cues such as alarms are salient and can
automatically capture a person’s attention for detection; other cues may not be salient or
even ambiguous, and they can be detected only through careful monitoring, searching,
inspecting, or comparing.

. Acquire (gather) information. Information to be detected can be as simple as a
parameter or as complex as pages of a status report. Sources of information can be in
various formats such as physical indicators in the work environment, computer displays,
telecommunication devices, or a person’s voice or body gesture. Humans acquire
information by attending to known sources or by searching for sources.

2.3.1.2 Processors for Detection

In a complex scenario where large volumes of information are presented dynamically, humans
perceive abundant sensory inputs (images, voices, etc.), while they actively process the
information needed for the task. That is the purpose of detection. It is not a snapshot
perception of stimuli in a work environment. It is also not just passively responding to the onset
of a cue. Personnel need to actively seek cues to perform a detection task. This is true even
when responding to alarms. Although alarms are salient to capture human attention and trigger
detection, in actual operations, experienced personnel have mental models of alarms, and they
use those mental models to guide alarm detection. Detection begins with having the mental
model of what is to be detected. Before information processing occurs for perception, detection
requires forming a mental model about the target information, filtering out irrelevant information,
and locating the target information to be detected. The mental model includes knowledge
(templates) and criteria for the target information, where the target information may be located,
and how the target information may be acquired.

Humans can attend to only a limited amount of information at a time. Detection filters raw
information in the environment; selects, perceives, and processes meaningful information; and
finally retains or communicates the meaning of the perceived information. Past experience and
training affect the meaning associated with a particular percept. That is, the raw sensory stream
is imbued with meaning, and meaning is thus subject to the cognition of the individual beholding
it. Therefore, the outcome of detection is determined by the sensory stimuli; the processes of
filtering, selecting, and perceiving information; and the knowledge that recognizes the meaning
of the information.

Although perception is achieved through human sensory organs, some tasks may need special
equipment or devices to detect the presence or measure the parameters of the target
information. With or without the aid of special equipment, sensory (e.g., visual or auditory)
information is perceived as stimuli through means such as attending to alarms, monitoring
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parameters, searching through an area, reading, etc. The perceived information needs to be
recognized for its meaning and classified to match one’s mental model of the cues of detection.
Mental model matching involves verification (through self-checking, peer-checking, or
supervising) and iteration of the detection processes as needed. Finally, the detected
information needs to be exported for its use. The information may be retained mentally as
inputs to other macrocognitive functions, communicated with others, or physically recorded.

The processors for detection are summarized as follows:

D1. Initiate detection—Establish the mental model for information to be detected.
D2. Select, identify, and attend to sources of information.

D3.  Perceive, recognize, and classify information.

D4.  Verify and modify the outcomes of detection.

D5. Retain, document/record, or communicate the outcomes.

While an individual can achieve these processors, each processor may involve within-team
collaboration through information sharing, supervision, and peer-checking. For example,
information sharing among members of a team can help individuals form the correct mental
model for a cue or information to be detected, especially in unfamiliar scenarios or
environments. Peer-checking and supervision are also important for verifying the outcomes of
detection so that errors can be noticed and corrected.

2.3.1.3 Cognitive Mechanisms for Detection

The following cognitive mechanisms are included in the cognitive basis structure for detection.
The open circle bullets list some prevalent capacity limits of the cognitive mechanism.

D.a. Mental model of the cues: The mental model guides all other cognitive mechanisms. It
sets up one’s expectation for the cues and criteria for the cues.

o] wrong or biased expectation

o] narrowly focused expectation leads to missing relevant information

o] failure to adjust the expectation based on situation

o] ambiguous mental model (such as ambiguous or conflicting criteria for the cues

to be detected)

D.b. Perception of sensory information: The neuronal process of perceiving sensory
information is based on responses of sensory neurons to stimuli.

0 The sensory signal is too weak to be perceived.
o] The signal is embedded in noise, and thus the perception may be incorrect.

D.c. Attention: This is the control mechanism for selecting pertinent information.

o} failure to focus attention at the expected signal
o failure to maintain sustained attention
o failure to shift attention

D.d. Working memory: This control cognitive mechanism retains the perceived information
and the objects to be monitored or searched.

o Working memory overflows (i.e., it exceeds the working memory capacity).

o] Working memory is lost or erroneous because of interruption or disruption.
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o Working memory for one task is interfered with by the memory for other
concurrent tasks.

o] Memory is not consolidated
o] Memory decays over time.
o] Similar information or past experience interferes with memory.

D.e. Vigilance: The alertness of the brain is necessary for perceiving stimuli, continuously
monitoring, searching for information, and retaining information in working memory.

o] Vigilance is reduced after sustained cognitive activities.
o] Vigilance is attenuated after a sustained “no signal” period.
D.f. Information filtering: This is the neuronal process of filtering out irrelevant information

and detecting salient changes in the environment.

o] Irrelevant information cannot be filtered out because it is unorganized or the
mental model of the target information is unclear.

o] Salient signal or changes may not pop out for perception because the signal is
not salient enough or there are many competing salient signals.

D.g. Pattern recognition: Perceived information is recognized and classified as meaningful
cues. The brain’s sensory systems compare and match perceived patterns with the
mental model templates and criteria stored in the mental model.

o] wrong templates
o] criteria too complex to classify meaning of the perceived patterns

D.h.  Shared cognition within a team: Shared cognition allows individuals within a team to
perform detection processes such as establishing mental models, verifying perceived
information, or exporting the outcomes of detection.

o] Mental models do not have a common ground.
o] Shared cognition is not adequate or updated.
0 Shared cognition fades as the result of mental fatigue.
0 Communication is broken (not initiated, not perceived, or miscommunicated).
0 Peer-checking or supervision is missing.
o] Group bias causes other potentially correct models to be self-censured, not
considered, or rejected.
D.i. Infrastructure for exporting the information detected: The information detected by an
individual or team needs to be retained or communicated with others.
o] Hardware for recording or transmitting is not available or does not work.
0 Personnel are unable to use the infrastructure.

As stated in Section 2.2, many of the cognitive mechanisms are not orthogonal and may have
substantial overlap with each other. For example, vigilance and attention have substantial
overlap; mental model selection is also addressed in information foliage; signal not salient falls
under both information foliage and perception; and narrowly focused expectation seems akin to
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failure to shift attention. With such overlap among the cognitive mechanisms, their failure or
ineffectiveness is not a meaningful indicator of failure modes of human tasks. Rather, the
cognitive mechanisms can explain how macrocognition may fail and what may lead to the
failure.

2.3.2 Understanding

Figure 2-5 illustrates the components of understanding, which are explained in Sections 2.3.2.1,
2.3.2.2, and 2.3.2.3, respectively.

Understanding cognitive activities Understanding processors Understanding cognitive mechanisms
U1. Assess/select data
* Maintain situational
awareness U2. Select/adapt/develop
the mental model
» Assess status based ) U.a. Data
on indirect U3. Integrate data with the _
information mental model to U.b. Selection of data
_ generate the outcome U.c. Mental model
+ Diagnose problems of understanding
and resolve (situational awareness, U.d. Integration of data with
conflicting diagnosis, resolving mental model
ezl conflicts) U.e. Working memory
0 BELD [EElalEn €7 U4. Verify and revise the U.f. Shared cognition within
form expectations for outcome through a team
the upcoming iteration of U1, U2, and
situation U3
development
U5. Export the outcome

Figure 2-5 Components of the Understanding Macrocognitive Function

2.3.2.1 Cognitive Activities for Understanding

The macrocognitive function of understanding means to mentally interpret the situation in which
a task is performed. The output of understanding is an evaluation of current conditions to
determine if they are within acceptable limits to conclude a diagnosis or to identify the
underlying causes of any abnormalities.

This macrocognitive function integrates individual pieces of cues or information with a person’s
mental model of the task being performed to form a coherent interpretation of the situation. This
macrocognitive function allows humans to question what is known, evaluate what is
conjectured, hypothesize and diagnose, and integrate facts with theories. Understanding can
result in situational awareness, diagnosis of symptoms, resolution of conflicting information, or
hypothesis or prediction about an event progression. Humans may generate different
understandings for a given situation because of different mental models or different integration
of the information and mental models. The following types of cognitive activities require
understanding:

. Maintain situational awareness. In becoming aware of the system status, such as the
occurrence of a steam generator tube rupture (SGTR), there is no single indication for
the status. An operator determines that an SGTR has occurred based on evaluation of
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multiple pieces of information such as main steamline radiation, steam generator (SG)
water levels, and blowdown line radiation. Moreover, information on SG water levels
may not be helpful in that the SG level control system (at least when the plant is
at-power) will maintain levels within the control band. The operator would then need to
rely on information such as main feed/main steam flow mismatches or the increase of
the charging flow. These pieces of information must be integrated to determine whether
there is an SGTR and to identify the ruptured SGs.

o Assess status based on indirect information. Assessing system status typically involves
integration, processing, and inference from many pieces of information to interpret the
information. For example, assessment of NPP core damage involves many aspects of
the plant status, such as whether core debris has relocated, whether the reactor
pressure vessel is breached, and whether the containment has uncontrolled leakage.
These plant conditions do not have instruments to provide a direct indication. The crew
must integrate multiple pieces of information to determine the status.

. Diagnose problems and resolve conflicting information. This involves understanding the
causes of abnormal signals or the reasons for conflicting information. Examples of
diagnosis are determining the causes of a pump vibration simultaneously with multiple
component malfunctions.

. Make predictions or form expectations for the upcoming situation development.

2.3.2.2 Processors for Understanding

The process of achieving understanding involves establishing the mental model of the situation,
interpreting pieces of information using the mental model, integrating the information with the
mental model, and generating the output. The central theme of the process is its dynamic
aspect (i.e., the process iterates until a satisfactory outcome is achieved).

The understanding function involves three concepts: data, mental model, and mental
representation. Data are what one perceives from the external world. In complex scenarios,
humans select and process the data for understanding. The data that serve as the input to the
understanding function may already represent the integration of both the perceived external
world and the person’s initial understanding of what was perceived. The mental model, also
referred to as a person’s knowledge base, consists of a person’s internal framework for the
physical and functional characteristics of the systems, tasks, and mission. Formal education,
training, and experience are the basis for this model. People use their mental model to interpret
the data to generate a mental representation of the situation, which is understanding. In this
paradigm, the knowledge base or mental model is considered relatively static (at least for the
period of interest), but the mental representation can be dynamic based on the person’s attempt
to explain observed data. It is important to recognize the static nature of what people know
versus the dynamic understanding of the situation they create.

Klein et al. [28] explain that “sensemaking” (i.e., understanding) is a process of fitting data to a
mental model that helps to filter and interpret the data. The process generates a mental
representation or a frame of the situation. A frame defines the elements of the situation,
describes the significance of these elements, describes their relationship to each other, filters
out irrelevant data, and highlights relevant messages. Frames can organize relationships that
are spatial (maps), causal (stories and scenarios), temporal (stories and scenarios), or
functional (scripts). The process iterates through testing and improving the frame.



The processors for understanding are organized as follows:
U1.  Assess/select data.
u2. Select/adapt/develop the mental model.

U3. Integrate data with the mental model to generate the outcome of understanding
(situational awareness, diagnosis, resolving conflicts).

u4. Verify and revise the outcome through iteration of U1, U2, and U3.
us. Export the outcome.

While an individual can achieve these elements, some or all of the elements may involve
interaction of team members to carry out a task. For example, all of the processors require
within-team interaction to develop a team-level situational awareness; team leadership is
important to ensure that adequate iteration is made for a thorough diagnosis or resolution of
conflicts. The processors model the macrocognitive function understanding of an individual, if
the task is performed by a single person or by a coherent team working together to achieve
understanding.

2.3.2.3 Cognitive Mechanisms for Understanding

The following cognitive mechanisms are included in the cognitive basis structure for
understanding. The open circle bullets list some prevalent capacity limits of the cognitive
mechanisms.

U.a. Data: This is the input for understanding a situation; it includes all the evidence
available in the work environment (including the cues and information detected).

o] Data are not sufficient to support the complete and correct understanding of the
situation.
o] Data are not current.

U.b. Selection of data: Personnel selectively use data for understanding.

o] Data are not properly recognized, classified, or distinguished.
o] Attention is given to wrong or inappropriate data.
o] Improper data or aspects of the data are selected.

U.c. Mental model: This includes frames of past experience and knowledge of the situation.

o] Personnel use an incorrect or inadequate mental model to interpret or integrate
information.

o] A mental model is inappropriately preserved or confirmed when it should be
rejected.

o] A mental model is inappropriately rejected when it should be preserved or
confirmed.

o] No mental model exists to interpret the information or situation.

U.d. Integration of data with mental model: Data are evaluated, manipulated, and compared
with the mental model to generate the outcomes of understanding.



U.f.

o] Improper data or aspects of the data are selected for comparison with or
identification of a mental model.

o] The integration is incorrect or fails to match data to a mental model.

o Mental manipulation or evaluation of the data is inadequate, inaccurate, or
otherwise inappropriate.

Working memory: Working memory maintains the data “online” in one’s awareness for
integration of the data and mental model.

o] Memory overload occurs.
o] Memory fades over time.

Shared cognition within a team: Members in a team share their mental models of the
situation as the team works toward completion of the goal. Team cognition describes
the cognitive processes at the individual level that are dependent on and interact with
the processes at the team level.

o] Individuals’ mental models do not have a common ground.

o] Shared cognition is not adequate or updated.

o] Shared cognition fades as the result of mental fatigue.

0 Communication is broken (not initiated, not perceived, or miscommunicated).

2.3.3 Decisionmaking

Figure 2-6 illustrates the components of decisionmaking, which are explained in Sections
2.3.3.1, 2.3.3.2, and 2.3.3.3, respectively.

Decisionmaking cognitive activities
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Change or add to a
pre-existing plan or
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strategy or plan

Figure 2-6
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2.3.3.1 Cognitive Activities for Decisionmaking

Decisionmaking is to determine the optimal choice among the alternatives or develop a plan or
strategy to achieve the task goals. Decisionmaking can be determining whether an existing
strategy should be implemented or how and when it should be implemented to respond to the
situation. Alternatively, it can involve developing complex strategies or plans for a situation.
Decisionmaking can be a one-time activity (i.e., the decision or plan is to be executed once it is
made) or dynamic. “Dynamic decisionmaking is interdependent decisionmaking that takes
place in an environment that changes over time either due to the previous actions of

the decision maker or due to events that are outside of the control of the decision maker” [29].
Klein [30] defines naturalistic decisionmaking in operational environments associated with crew
systems with features such as dynamic and continually changing conditions, real-time reactions
to these changes, ill-defined tasks, time pressure, significant personal or corporate
consequences for mistakes, and experience of the decision makers. The outcomes of
decisionmaking can be as simple as a single instruction or as complicated as an emergency
response plan including personnel or organizational collaboration; multiple interdependent
actions; and subgoals, success criteria, and contingencies for the planned activities.
Regardless of decision variety and complexity, the macrocognitive function of decisionmaking is
to achieve tasks of which the output is an explicit decision, strategy, or plan to guide personnel’s
actions.

In some operational settings, decisionmaking is characterized as being dictated or largely driven
by procedures. For example, control room operation of NPPs involves well-trained licensed
operators following normal or emergency procedures. It may appear that operators only need to
select proceduralized decision paths. In reality, procedures may not be applicable to every
situation. For unusual or unexpected situations, it is likely the procedures cannot be verbatim
followed. The operators need to interpret or even revise the existing procedures or guidelines to
address the situations. In some situations, the operators may need to develop additional plans
to supplement the existing procedures and guidance to handle current situation.

The types of cognitive activities that require decisionmaking include the following:

. Make a go/no-go decision for a prespecified action. This is a decision on whether an
action should be performed.

. Select among multiple options or strategies. This often involves prioritization.

. Change or add to a preexisting plan or strategy. Changes to a preexisting plan or
strategy may include changes of personnel, success criteria, subgoals, plan or strategy
constraints, or other factors.

° Develop a new strategy or plan. Decisionmakers need to develop a strategy or plan for
unforeseen events or dynamically changing situations, which require real-time reactions
to the situations.

2.3.3.2 Processors for Decisionmaking

Decisionmaking is the judgment of what should be done and the decision to do it. People make
decisions based on different decisionmaking models. Normative decisionmaking models
emphasize finding the optimal solution. The prospect theory of decisionmaking focuses on
minimizing risks or losses in the outcome of a decision. Naturalistic decisionmaking (NDM)
theories consider the decisionmaker in a real-world setting in which decisions are typically
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embedded in a larger task. Researchers in this area focus on studying “time pressure,
uncertainty, ill-defined goals, high personal stakes, and other complexities that characterize
decisionmaking in real-world settings” [31]. In NDM, decisions are typically based on finding a
sufficient solution instead of finding an optimal solution, because the uncertainties and
complexities of the situation often make it impossible to determine what is optimal. Rather than
choosing an alternative which is considered sufficient to address the current situation among
many alternatives, Klein’s models point more toward a recognition-primed approach, in which
the solution is selected based on the experience of the individual.

Researchers have studied NDM in different work domains, such as aviation [30], [32],
firefighting [30], military combat [30], [33], and NPPs [34] and developed a generalized model of
the decisionmaking process. First, a decisionmaking infrastructure needs to be built or adapted
if it is not preexisting. The infrastructure includes personnel and their responsibilities, the ways
information for decisionmaking is assessed and used, the strategy or rules of integrating
judgments, and the decision approval or authorization chain. Within the infrastructure,
decisionmakers manage the goals and the other considerations for decisions. For complex
scenarios, often there are many goals and many possible criteria for the success of a goal, so
selecting goals and criteria is a necessary part of the decision process.

In deciding to achieve the selected goals and meet the selected criteria, decisionmakers assess
the situation based on relevant cues from the situation, understanding of the situation, and
expectations about how the situation may evolve, or the stated goals for success in comparing
the situation to previously encountered situations. A decisionmaker can respond to a typical
situation with typical and known solutions. A novel situation, on the other hand, will require new
solutions. Decisionmakers review alternative solutions to the problem. The solutions that are
considered most typical would be considered first. The solutions are evaluated one at a time,
as the decisionmaker mentally simulates the implementation of the solution and the outcome.
Based on this simulation, the decisionmaker implements the solution as-is, changes it
somewhat, or discards it and chooses or develops another solution.

A large body of research in NDM has explained real-world decisionmaking by accounting for the
environmental and situational impacts on the decision. Zsambok [35] defines NDM as “the way
people use their experience to make decisions in field settings.” It considers the decisionmaker
in a real-world setting in which decisions are typically embedded in a larger task. Researchers
in this area focus on studying “time pressure, uncertainty, ill-defined goals, high personal
stakes, and other complexities that characterize decisionmaking in real-world settings” [31].
NDM theories describe the decisionmaking process as recognizing the information or data in the
situation and forming initial response plans, evaluating the plans through mental simulation,
seeking more information to modify the plan or select alternative plans, and finally selecting an
applicable course of action.

NDM provides a good framework for modeling the decisions made by NPP operators in accident
situations. Within an NPP, the situation consists of an experienced decisionmaker who is
largely directed by procedures. Greitzer, et al. [36] present an integrated NDM model that can
be used to represent decisionmaking by operators. The model includes the idea of critiquing by
modeling additional loops of mental simulation during the pattern recognition process. In the
case of experienced operators trained in many situations and recovery strategies, when several
procedures are available, the operator may take three approaches when planning a response
[37]:

(1) In a very familiar setting in which the cues match the procedural guidance almost
perfectly, the operator may follow the procedures with little diagnosis needed.
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(2) In a familiar setting that deviates just slightly from either procedural guidance or from
previously encountered situations, the operator will have to adapt some and plan a
response based on an analogous experience.

(3) In a novel setting, the operator will have to construct a new response plan using his or
her knowledge of the plant and system and previous experience.

One of the defining features of decisionmaking in NPPs is the dynamic nature of the event.
Maintaining appropriate situational awareness of the event, updating the mental representation
of the situation, and planning the response accordingly are important steps [38]. These steps
continue even when procedures exist. During the evolving and dynamic NPP event, operators
were found to follow their procedures, but they also “actively construct a mental representation
of plant state and use this mental representation to identify malfunctions, anticipate future
problems, evaluate the appropriateness of procedure steps given the situation, and redirect the
procedural path when judged necessary” [39]. Overall, NDM fits within what seems to be a very
structured, procedurally driven environment. The key (and reason why NDM is a fit for NPP
operators) is that while decisions are executed through procedures, operators do much
cognitive decisionmaking in selecting and implementing procedures (e.g., deciding what an
uncontrolled rise in SG water level means is a difficult task).

Largely based on the concepts of NDM, the processors for decisionmaking are organized into
the following:

DM1. Select and implement decisionmaking model.
DM2. Manage the goals and decision criteria.

DM3. Acquire and select data for decisionmaking.
DM4. Make decision (judgment, strategies, plans).
DM5. Simulate or evaluate the decision or plan.
DM6. Communicate and authorize the decision.

Depending on the characteristics of the decision to be made, some or all of the processors may
be needed. For example, if a decision is solely made by one person, then DM1 (select and
implement decisionmaking model) is not needed. Decisionmaking on a team may adopt various
infrastructures. All the team members may be interactively involved in each of the processors.
Alternatively, the infrastructure may allocate the processors within the team. For example, in
normal or emergency operations in an NPP control room, the decisionmaking infrastructure is
already specified; the shift supervisor performs DM2 (manage the goals and decision criteria)
through DM6 (communicate and authorize the decision) according to procedures, while other
crew members assist the shift supervisor. However, procedures may not be applicable or
detailed enough for a scenario, and then the entire crew may iterate the decisionmaking
process to make the decision. Nevertheless, the processors model the cognitive process of
decisionmaking for decisionmakers within a team, regardless of whether the processors are
carried out by one person or multiple individuals on a team.

2.3.3.3 Cognitive Mechanisms for Decisionmaking

The following cognitive mechanisms are included in the cognitive basis structure for
decisionmaking. The open circle bullets list some prevalent capacity limits of the cognitive
mechanisms.



DM.a.

DM.b.

DM.c.

DM.d.

DM.e.

Decisionmaking model:

o} Incorrect goals selected. Errors may arise if the operators select the wrong goal.
In a variant of this cognitive mechanism, the operator selects an implausible goal
that cannot be achieved.

o] Lack of or incorrect goal prioritization. Goals may be ordered incorrectly in an
operator’s mind or given the wrong priority, such that less important goals are
addressed first.

o] Incorrect judgment of goal success. The threshold used by the operator to judge
goal success may be incorrectly set too low or be incorrectly determined to be
met when it was not.

Data for decisionmaking:

o] incomplete data
o] incorrect or unreliable data
o] ambiguous data sources or data characterization

Selection or judgment:

o] failure to retrieve previous experiences
o] incorrect recall of previous experiences
o] incorrect comparison of the mental model to previously encountered situations

Cognitive biases:

o] Confirmation bias and availability bias may be particularly pertinent to causing
errors in this phase of decisionmaking. The confirmation bias occurs when
people seek data or information that are likely to be compatible with the beliefs
the currently hold [40]. The availability bias (or heuristic) occurs when people
judge an event as likely or frequent if instances of the event are easy to imagine
or recall [41].

o] Overconfidence and anchoring are two other types of biases. Overconfidence
affects the operator’s confidence in the ability of an action to work. Especially if
the operator has had previous success with an action, he or she may be
overconfident in its ability to work in the present case. The anchoring effect
states that people are biased toward the first option they see or the first judgment
they make. Therefore, an operator may take an unsuitable action because of
bias toward choosing the first action that occurs to him or her.

o] Other types of biases may affect decisionmaking.
Deliberation or evaluation of decision:

o] Inaccurate portrayal of action. This cognitive mechanism includes incorrectly
characterizing the action (i.e., forgetting a step of the action during the mental
stimulation) or incorrectly predicting how the action will be implemented.

0 Incorrect inclusion of alternatives. The operator may forget to include some
alternatives that should be considered.



o] Inaccurate portrayal of the system response to the proposed action. This
cognitive mechanism manifests in the operator incorrectly predicting how the
system will respond to the proposed action.

o] Misinterpretation of procedures. Response planning within the NPP is done by
consulting procedures. An error may occur because either incorrect procedure
selection or inaccurate interpretation of the procedures has complicated logic,
making the procedures difficult to use and understand.

o] Inadequate updating of mental representation of the situation for evaluating the
decision. This is particularly important for dynamic decisionmaking, which
describes interdependent decisionmaking that takes place in an environment that
changes over time either due to the outcomes of the previous actions or due to
unforeseen events.

DM.f. Team decisionmaking through which a team, rather than an individual, chooses
alternatives.

o] Groupthink can occur when bringing a team together (group cohesion)

o] The desire for group conformity and unanimity

o] Lack of a structured decisionmaking process to prevent the groupthink-induced
short cuts

Compared to other macrocognitive functions, the cognitive mechanisms for decisionmaking and
their capacity limits are less delineated in the literature.

2.3.4 Action Execution

Figure 2-7 illustrates the components for action execution, which are explained in Sections
2.3.4.1,2.34.2, and 2.3.4.3, respectively.

2.3.4.1 Cognitive Activities for Action Execution

Action execution is implementation of the intended actions to achieve the task goal. This
function involves human manipulation of hardware or software that would consequently alter the
status of the target objects (e.g., machines, systems). Action execution can be as simple as
carrying out a few physical steps, or it can involve performing a complex control action in which
multiple physical steps are interdependent and require personnel to monitor the status of the
target object. Action execution may involve one person, multiple individuals, or a coherent
team. Action execution may be completed in a few minutes, days, or even months. While
routine actions are typically executed with step-by-step procedures or trained scripts, nonroutine
actions often need personnel’s skill of craft.

Although action execution appears to be achieved through physical movement, it requires many
microcognitive processes, such as reading instructions, assessing the action scripts, evaluating
action criteria, attending to the target object, monitoring parameters for execution, or assessing
system status for controlling the execution. Moreover, complex action execution by teams
requires cooperation, coordination, and communication.

There are many ways to classify human actions. Examples are individual versus team actions,
or discrete versus continuous actions. Actions are also classified by the ways that actions are
performed (e.g., simple versus complex actions). Because IDHEAS-G models human
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performance with macrocognition, it classifies action execution as executing simple versus
complex actions based on the cognitive demands of the actions. The cognitively simple or
complex actions can be further characterized as a long-lasting actions, control actions,

fine-motor actions, or physically strenuous actions.

Figure 2-7

Action Execution cognitive activities

» Execution of a
cognitively simple
action

* Execution of a
cognitively complex
action

* Long-lasting action
e Control action
* Fine motor action

* Physically strenuous
action

Action Execution processors

Action Execution cognitive mechanisms

E1. Assess action plan and
criteria

E2. Develop or modify
action scripts

E3. Coordinate and
command action
implementation

E4. Implement action
scripts

E5. Verify and adjust
execution outcomes

E.a. Physical movement and
motor skills

E.b. Mental model of the
actions and the
systems to be acted on

E.c. Working memory
E.d. Attention
E.e. Vigilance

E.f. Sensory feedback of
motor movement

E.g. Automaticity
E.h. Action programming
E.i. Executive control

E.j. Error monitoring and
correction

E k. Initiation of action
execution

E.l. Spatial precision or
accuracy of action
execution

E.m. Timing precision of
action execution

E.n. Coordinate motor
movement of action
execution

Components of the Action Execution Macrocognitive Function

The types of activities that require action execution include the following:

Execution of a cognitively simple action. A simple action can be executed through one

or several action steps.

Execution of a cognitively complex action. A complex action is one that has

interdependent steps or requires personnel collaboration. Below are some
characteristics of complex actions:
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o Intermingled action sequences. The action involves many steps that must be
performed in a particular sequence, and there are multiple simultaneous,
intermingled sequences.

o Multiple locations. The action is performed at multiple locations.

o Multiple system functions. Multiple systems or system functions need to be
addressed in the execution of an action. Those system functions may be
interconnected.

e Long-lasting action. Executing the entire action takes multiple hours or days.

o Control action. The execution of action steps is not continuous and need to wait for
system parameters to meet certain criteria.

o Fine-motor action. Action execution requires fine-motor skills, such as operating a
delicate piece of equipment.

e Physically strenuous action. Actions are physically strenuous, such as lifting heavy
equipment or traveling with heavy materials.

2.3.4.2 Processors for Action Execution

Action execution includes receiving the action commands; confirming, clarifying, and
questioning the action commands; adapting or developing action scripts or procedures for
implementing the action; executing the motor activities according to scripts or procedures
(including obtaining needed access keys, tools, and equipment; traveling to the action locations;
verifying the target of action; monitoring system status or parameters). Action execution at the
macrocognitive function level also includes verifying the action completion and monitoring the
action’s effectiveness. Compared to relatively simple motor activities in a control room such as
using computer interfaces, pushing a button, or turning a switch, action execution outside a
control room is more apt to require motor skills (e.g., turning a manual valve or actions needed
to transport and set up equipment in flood or high winds).

The processors for action execution include the following:

E1. Assess action plan and criteria.

E2. Develop or modify action scripts.

E3. Coordinate and command action implementation.
E4. Implement action scripts.

ES. Verify and adjust execution outcomes.

Not all of the elements are needed for every action execution. For individuals performing
simple, routine tasks, E4 (implement action scripts) may adequately represent the underlying
cognitive process; other elements may not be needed or may be an automatic part of E4.
However, if the manual action is complicated or is performed in an unusual scenario or with a
different setting from the routine, or the action is performed collaboratively by a team, then most
or all of the elements may be needed. For example, team leadership is important to initiate and
ensure E1 (assess action plan and criteria) and E2 (develop or modify action scripts); E5 (verify
and adjust execution outcomes) may encompass peer-checking by teammates. Thus, these
elements model the cognitive process of individuals and within-team interactions.
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2.3.4.3 Cognitive Mechanisms for Action Execution

The following cognitive mechanisms are included in the cognitive basis structure for action
execution. The open circle bullets list some prevalent capacity limits of the cognitive
mechanisms.

E.a. Physical movement and motor skills:

o] Personnel are physically unable to perform the action.

o} Learned motor skills fade with time.

o} There is a tradeoff between motor speed and accuracy.

o] There are limitations in fine-motor skill. The time a user takes to reach or hit a

target in a human-system interface (HSI) increases with the decreasing size of
the target (Fitts’ Law of motor movement) [42].

o] There are limitations in physical movement. Humans have ergonomic limitations
(e.g., the amount and duration of force personnel can exert, body coordination,
speed of motor activities).

E.b. Mental model of the actions and the systems to be acted on:

o] Population stereotypes. This involves whether mappings are consistent with
expectations based on experience and conventions. Mappings that are
inconsistent with population stereotypes will be more error prone. For example,
a typical population stereotype is that green is used for “go” and red for “stop.”
Personnel tend to make errors if it is the other way around. This is a pertinent
issue for nuclear plant design—sometimes, red is used to indicate energized/with
flow and green for deenergized/without flow. At other times, green denotes
“normal position” and red an abnormal condition. Above are population
stereotypes typically encountered.

o] Indication of system status may be different from the design. For example,
manual control can lead to system instability; excessive oscillations
(overshooting and undershooting target values and trajectories) may result in
inadvertently exceeding critical parameter limits (e.g., the SG level may exceed
reactor trip setpoints). Another example is that indication of the actual state of a
system is incompatible with the personnel’s knowledge of the system.

o] The expected responses of the systems to be acted on may have changed. For
example, the unexpected dynamics of the system response to the forces applied
differently from the conventions (i.e., there are response lags or shrinks and
swells that complicate the ability to control a parameter).

o] Movement incompatibility involves the mapping between the direction of
movement of the control and the corresponding value being controlled. When
personnel move a position switch, rotary, or sliding control, movement
compatibility defines the set of expectations that the personnel will have about
how the display will respond to the control action. For example, an operator may
expect that moving a switch up would make the corresponding parameter
displayed go up. Violations of movement compatibility are more likely to result in
errors.
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E.c.

E.d.

E.e.

E.f.

E.g.

E.h.

Working memory is the same mechanism as described for the detection function (see
Section 2.3.1.3). In the context of action execution, only one example of capacity limits
is provided.

o] Memory decays over time. If an action is planned but is not executed
immediately or the action is executed with long time intervals between the steps,
the unexecuted action scripts are maintained in working memory. Working
memory decays over time when it is not attended. Errors of omission typically
occur as the result of excessive demands on working memory.

Attention is the same cognitive mechanism as described for the detection function (see
Section 2.3.1.3).

Vigilance is the same cognitive mechanism as described for the detection function (see
Section 2.3.1.3)

Sensory feedback of motor movement: To ensure that motor movements are precise
and coordinated, the brain neural-motor system must constantly receive sensory
information to adjust and correct the movements. According to closed-loop accounts of
motor control, movement errors are detected by comparing sensory feedback to an
acquired reference state. Also, movement programming has been shown to be
optimized when the participant is permitted to see his or her hand resting on the starting
base before movement initiation.

o] Error monitoring and correction. Differences between the reference state and the
movement-produced feedback result in an error signal that serves as a basis for
a correction.

o} Errors of commission often occur because of failures to detect stimulus deviance.
Precise and continuous sensory inputs adjust to motor functions to enhance
action correctness and accuracy.

o] Incorrect mental computation.
o] Incorrect comparison of parameter.

Automaticity: Action automaticity is the ability to implement actions without occupying
the brain with the low-level details required, allowing the action to become an automatic
response pattern. It is usually the result of learning, repetition, and practice. The
sequence of actions appropriate to solve a problem often must be discovered by trial
and error and recalled in the future when faced with the same problem. Many routine
tasks are performed almost automatically.

o] Automaticity control. Automaticity is limited to the scope of the learning and
training environment or context. Such actions become invalid if the context is
changed, at which point personnel need to switch behavior by overcoming
actions that are otherwise triggered automatically. Such behavioral switching
can occur either retroactively based on error feedback or proactively by detection
of a contextual cue.

Action programming: Execution of an action typically requires multiple steps of motor
movement. The brain mechanisms programming the execution can program only one
action at a time [43].
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E.j.

E.k.

E.L

o] Interference. If a task requires simultaneous action goals, the action programs
for different goals can interfere with each other, resulting in loss of one action,
incomplete action programming (e.g., missing a movement step or following the
wrong order of movement), or transposing movement steps in two action
sequences.

o Cost of switching. Performing concurrent tasks requires switching between
them. Switching between tasks has the expense of slower and more error-prone
execution of the actions. The aspects of the task set, including task variations,
task-set overlap, and task-set structure, and modalities of the actions are related
to action error rates caused by task switching.

Executive control: A cognitive system must be capable of running mental processes that
virtually simulate action sequences aimed at achieving the goal. The lateral prefrontal
cortex is critically involved in broad aspects of executive behavioral control. Neurons in
this area take part in the selections of attention for action and the intended action.
Furthermore, the lateral prefrontal cortex is involved in the implementation of behavioral
rules and in setting multiple behavioral goals. This area is responsible for strategic
planning of macrostructures of event-action sequences.

o) incorrect executive control
o) attention not focused on the intended action

Error monitoring and correction: When executing goal-directed actions, brain neural
systems monitor and correct errors in motor movement, especially for delayed or
sequenced actions. This requires attention to be focused on the outcomes of motor
movement to meet the success criteria.

Initiation of action execution: Action execution consists of motor movements necessary
for a goal-directed activity. Initiating an action execution includes planning and enacting
a series of motor movements. Initiation is controlled by brain areas that collectively
interact to exert governance and control over executive function and intentionality of
movements that require anticipation and the prediction of movement of others. Both
planning and enactment require intention, attention, and working memory; therefore,
they are subject to capacity limits of those mechanisms.

Spatial precision or accuracy of action execution: Spatial accuracy is the type of
accuracy required of aiming movements for which spatial position of the movement's
endpoint is important to the performance. A cognitive system is dedicated to the
temporary maintenance of spatial-motoric representations, which are dynamically
updated based on the feedback of the motor movement executed. Spatial accuracy is
affected by attention, working memory, and sensory feedback of the motor movement.
Spatial accuracy decreases with the duration and complexity of the motor movements.

Timing precision of action execution: Timing precision is the type of

accuracy required of rapid movements in which accuracy of the movement time is
important to the performance. A person’s ability to follow instructions depends in part on
a limited-capacity working memory dedicated to temporarily retain the motoric, spatial,
and temporal features of intended actions. Timing accuracy is subject to the capacity
limits of working memory and attention.

Coordinated motor movement of action execution: Planning of action execution involves
transformation of sensory inputs and execution instructions into sequences of movement
steps. Feedback from one’s and others’ movement aids in planning and executing
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subsequent motor actions. This feedback allows perceiving change, which in turn feeds
planning subsequent action steps or movements. The planned messages of motor
movement originate at the motor cortex of the brain and stop at the Basal Ganglia, a
complicated system that selects which ‘“instructions” will be executed and which are
inhibited. The selection is based on predicted variation in feedback control with changes
in task demands and the correlation structure between different personnel. Feedback
control relies on feedback information of one’s and others’ execution of planned
movement steps. Coordination of motor movements is subject to the capacity limits of
execution planning and feedback control.

2.3.5 Interteam Coordination

Figure 2-8 illustrates the components of interteam coordination, which are explained Sections
2.3.5.1,2.3.5.2, and 2.3.5.3, respectively.

Interteam coordination activities Interteam coordination processors Interteam coordination cognitive

hani
T1. Establish or adapt meenanisms
interteam coordination
infrastructure T.a. Interteam coordination
T2. Manage information infrastructure
T3. Maintain shared T.b. Command
« Communication situational awareness T.c. Control
» Cooperation T4. Manage resources T.d. Line of communication
e Coordination T5. Plan interteam T.e. Data processing and
collaborative activities information
T6. Implement decisions and management
commands T.f. Shared mental model
T7. Verify, modify, and control
the implementation

Figure 2-8 Components of the Interteam Coordination Macrocognitive Function

2.3.5.1 Interteam Coordination Activities

Complex work often involves interactions among personnel from multiple entities, such as
distributed individuals, cohesive teams, organizations, and authorities. The interteam
coordination macrocognitive function models interteam collaborative activities including
cooperation, coordination, and communication. This function focuses on how the various
distributed entities collaboratively carry out a mission.

In contrast to interteam collaborative activities, within-team interactions are part of the other four
macrocognitive functions. Within-team interactions consist of those activities performed by a
coherent team such as an NPP control room crew. Examples of within-team interactions
include adaptability, shared situational awareness, mutual performance monitoring, motivating
team members/team leadership, mission analysis, sharing information, team decisionmaking,
assertiveness, interpersonal relations, and conflict resolution. Such interaction takes place to
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support the other four macrocognitive functions. Ineffective interaction is modeled within the
failures of those macrocognitive functions.

The other four macrocognitive functions all share some cognitive processes with the interteam
coordination function, such as maintaining shared situational awareness, monitoring task
performance of other entities, collaboratively making decisions, and collaboratively executing an
action. The interteam coordination function is distinct from those cognitive processes in that its
focus is on communication, coordination, and collaboration among distributed entities to achieve
the mission. The interteam coordination macrocognitive function is to achieve between-team
communication, coordination, and collaboration, while the goal of the within-team personnel
interaction in the other four functions is to achieve those functions. An example of within-team
interaction is an NPP control room crew. It consists of three or more NPP operators working
together to perform control room tasks. In contrast, an emergency operation involves control
room crew, field operators outside the control room, and personnel in a technical support center
(TSC). The interactions among these distributed entities are achieved through the interteam
coordination macrocognitive function. Figure 2-9 illustrates the scope of the interteam
coordination function and its distinction from within-team interaction.

High

. Central
authority

control

Interteam
coordination

Within-team
interaction —

Figure 2-9 Teamwork between Teams versus Interaction within a Coherent Team

The following types of activities are included in the interteam coordination macrocognitive
function:

. Communication. These activities relate to the transmission of information between the
involved entities. Such communication often involves a chain of transmission stages
involving different team entities. Interteam communication typically requires
communication equipment such as phones and radios.

o Cooperation. These activities provide infrastructure and instructions and monitoring of
the activities of other entities. Cooperation ensures that personnel activities are properly
authorized and implemented and rules and regulations are enforced. Cooperation may
occur with clear chains of supervision or authority, or it may occur in entities with no
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specified formal leadership structure. Cooperation may also occur with individuals or
teams under the supervision of multiple parallel leadership structures.

Coordination. These are activities that oversee the performance of the entities to ensure
that all aspects of the work are properly addressed. Coordination includes prioritizing
and coordinating tasks and resources, commanding and controlling task execution,
changing requirements of a task or situation flexibly, and helping other entities.

The purpose of the interteam coordination function is to achieve between-team collaborative
tasks such as management, authorization, and command and control. Often, achieving tasks
that require interteam coordination involves resources such as personnel with different
expertise, information displays and decision support systems, and communication systems.

2.3.5.2 Processors for Interteam coordination

The processors for interteam coordination include the following:

T1.
T2.
T3.
T4.

TS.

T6.

T7.

Establish or adapt interteam coordination infrastructure.
Manage information (e.g., collect, analyze, and distribute information).
Maintain shared situational awareness.

Manage resources (e.g., allocation of personnel; allocation of equipment, water,
electricity, etc.; prioritization of shared structure).

Plan interteam collaborative activities (e.g., prioritize goals of the mission, make
decisions, and generate commands for cooperation, coordination, or communication).

Implement decisions and commands (i.e., manage and direct activities that can include
information gathering; diagnostic activities; resource procurement; planning; action
execution; allocating and directing resources; communicating with the entities involved to
ensure common understanding of the current state, goals and priorities, pending tasks,
and roles and responsibilities up and down the command chain).

Verify, modify, and control the implementation.

2.3.5.3 Cognitive Mechanisms for Interteam Coordination

The following cognitive mechanisms are included in the cognitive basis structure for interteam

coordination:

T.a. Interteam coordination infrastructure: The roles and responsibilities of the teams
involved and authority chains.

T.b. Command: The exercise of authority based on certain knowledge to attain an objective.

T.c. Control: The process of verifying and correcting activity such that the objective or goal
of the command is accomplished.

T.d. Line of communication: Ability to exercise the necessary liaison to achieve effective
command between tactical or strategic teams or units.

T.e. Data processing and information management: The human or computer systems and

compatibility of computer systems for collecting and processing data.
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T.f. Shared mental model: Shared understanding of the task, team members, and
objectives.

2.4 An Example of Macrocognitive Functions across Distributed Teams

This section uses an example to demonstrate that macrocognitive functions are distributed
across different teams that collaborate on a mission. The example is a hypothetical abnormal
event response. When the emergency plan is activated, the emergency director assumes
control—initially, this would be the shift manager, but responsibility is transferred to the TSC and
then often to the remote emergency operations facility (EOF) after the TSC is in operation. The
many distributed teams must be coordinated: TSC, main control room, operations support
center, EOF, local emergency response personnel, within-plant field teams, offsite field teams,
and others. Each team has its own role to be achieved through interteam coordination.

After the TSC is in operation, each team’s tasks are the following:

o The emergency director in the TSC directs the main control room to implement plant
functions. The main control room coordinates with the operations support center to
dispatch field operators to implement field actions.

. The field operators check the symptoms and report back (via radio).

. The TSC evaluators combine this information with other information available to the
team in the TSC and forms an understanding of the situation. The TSC evaluators
provide input to the emergency director (in the TSC). This leads the supervisor (and his
support staff of experts) to determine that action needs to be taken to restore a safety
function. They develop a plan for how to accomplish this and obtain the equipment
needed to execute the plan. They communicate their plan to the EOF managers and
seek approval.

. The EOF gives approval and directs control room operators to execute the plan that was
developed in the TSC.

. Control room operators take action and report back.

Figure 2-10 illustrates the teams and macrocognitive functions involved.

Sends field operator into field

to check on symptom Field Operator (in the field)

2. Detects an issue and
reports back (D3-D5)

Emergency Director (in TSC)

1. Determines the need to
check a symptom in the
field (DOM1-DM3; D1-D2)

% @

ofS pect

Emergency director (in TSC) supported by technical staff

3. Receives the information (D1-D5)

4. Integrates the information with other sources of
information to form understanding (U1-U5)

Communicates decision | Management (at Utility Headquarters)

d seek: | . i i
5. Prioritizes actions addressing this problem (DM1) A e dpprod 8. Decides whetiher to give approval
. ; L . and communicates approval (DM1-
6. Decides on action to take (this includes developing an )
Communicates approval DM6)

action plan and procuring necessary tools and
equipment) (DM2-DM5)
7. Communicates and seeks higher level management

Sends out operating
crew to perform action

authority (DM6) Operating Crew (in control room)
9. Communicates action plan to operators who will Operating crew reports | 10. Takes actions and reports back (E1—
perform action (DM6) back E5)

Figure 2-10 An Example of Macrocognitive Functions in Emergency Response
Management
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This example highlights several points:

° The macrocognitive functions are distributed across different people in different
locations.
° Macrocognitive functions have a nested nature (e.g., an action directed from one team to

another may trigger the entire set of macrocognitive functions for the team that will carry
out the action, while an individual team may perform only a subset of macrocognitive
functions).

. Because the macrocognitive functions are distributed across people and locations, it is
very important that the members of the distributed team establish a shared situational
awareness. They need to have a common understanding of the situation and a common
understanding of the goals to be achieved. If a shared situational awareness is not
established, there is an increased chance of communication errors, as well as errors in
perception (e.g., the field operator may look at the wrong thing or misinterpret what he or
she saw) or action (e.g., the operating crew may take an incorrect action because it did
not fully understand the situation).

2.5 Failure of Human Actions

The cognitive basis structure describes how humans succeed at tasks, which helps to explain
how humans may fail a task:

° Failure of any macrocognitive function demanded by a task leads to the failure of the
task.

° Failure of a macrocognitive function results from errors of one or more processors.

. Errors of a processor may occur if one or more associated cognitive mechanisms do not

work properly or reliably.

A cognitive mechanism has capacity limits within which it works properly. When task demands
or the context of the task approach or exceed the capacity limits, the mechanism works
unreliably and may lead to errors of the associated processors. It may take the failure of
several mechanisms for an error to occur. Nevertheless, exceeding capacity limits of cognitive
mechanisms increases the likelihood of errors.

Here is a simple example to illustrate the failure of a human task (monitoring the status of an
NPP). The task requires the macrocognitive function detection, and it demands monitoring
multiple parameters and tracking their changes. This requires personnel to hold the parameters
in working memory. The capacity of working memory is limited. If the number of the
parameters to be tracked exceeds the capacity limit, personnel may miss changes in some
parameters and, therefore, fail to correctly track the trends of the parameters. As a result, the
overall likelihood of failing the task increases because of working memory overload. The
context of the task also plays a role in working memory. For instance, a well-designed HSI
alleviates personnel’s working memory load by visually presenting the trends of parameter
changes. Conversely, a poorly designed HSI may exacerbate personnel’s working memory
load by displaying the parameters in different locations. Also, factors such as mental fatigue or
sleep deprivation can affect personnel’s working memory span.
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2.6 Summary

This chapter describes the cognitive basis structure as a part of the Cognition Model for Human
Performance and Reliability. The cognitive basis structure includes the following components:

° Human tasks are achieved through the five macrocognitive functions.
. Cognitive processors accomplish the macrocognitive functions.
. Cognitive mechanisms enable processors to be achieved reliably; challenges to the

capacity limits of the mechanisms can lead to errors in processors.

The cognitive basis structure explains how and why humans may succeed or fail at a task. It
addresses the full scope of cognitive activities in complex scenarios. It serves as a basis for
understanding human performance and reliability. The next chapter will describe PIFs that can
affect cognitive mechanisms and thus the likelihood of success or failure of human tasks.

2-29






3 COGNITION MODEL—PERFORMANCE-INFLUENCING FACTOR
STRUCTURE

The conditions that affect human performance of an action are the context for that action. HRA
has been using PIFs to represent context and thereby quantify HEPs. Based on existing HRA
methods and a review of the literature, operational experience, and various human performance
databases, the authors developed a PIF structure as a part of the Cognition Model to model the
context of important human actions and its effects on HEPs. Once the qualitative analysis
defines the context, IDHEAS-G models the context using the PIFs, and that allows for
quantification.

PIFs, also referred to as performance-shaping factors in some HRA methods, are the factors
that positively or negatively affect human performance. The cognitive basis structure described
in the previous chapter explains that the success or failure of a task can be traced to failures of
macrocoghnitive functions, processors of the functions, and underlying cognitive mechanisms.
PIFs affect tasks demanding cognitive resources and capacity limits of cognitive mechanisms.
PIFs can challenge cognitive mechanisms to make them less effective and thus increase the
likelihood of human errors. PIFs may also decrease the likelihood of human errors by
alleviating some challenges to cognitive mechanisms.

This chapter presents the PIF structure. Section 3.1 introduces the context of important human
actions and how to model the context for HRA purposes. Sections 3.2 and 3.3 describe the PIF
structure, including the definitions of the PIFs and the attributes characterizing the impact of
PIFs and their effects on human performance. Section 3.4 describes links between PIF
attributes and processors of macrocognitive functions through underlying cognitive
mechanisms. Finally, Section 3.5 discusses how to quantitatively assess PIFs and their impacts
on HEPs.

3.1 Modeling the Context of Important Human Actions

Personnel work with systems to perform required actions and achieve the mission of the work.
The context of an important human action describes all the conditions that can affect human
performance. Context can be classified as one of four types:

(1) Environment and situation context—This consists of conditions in personnel’s work
environment and the situation in which important human actions are performed. It
includes weather, radiation or chemical materials in the workplace, and any extreme
operating conditions.

(2) System context—Systems are the objects of important human actions, through which
the work missions are achieved. Systems include operational systems, supporting
systems, instrumentation and control (I&C), physical structures, HSI, and equipment and
tools.

(3) Personnel context—Personnel are the people who perform the action. They include
individuals, teams, and organizations. Personnel context describes who the personnel
are; their qualifications, skill, knowledge, ability, and fitness to perform the action; how
they work together; and the organizational measures that help personnel work
effectively.
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(4) Task context—An important human action may consist of one or more discrete tasks.
Task context describes cognitive and physical tasks demanding for personnel and
special conditions in the event scenario that make tasks difficult to perform.

HRA uses PIFs to represent the context that would enhance or adversely impact human
performance. The cognitive basis structure models the cognitive process of performing an
important human action. Meanwhile, the PIF structure models how the context of an important
human action influences the performance by affecting the cognitive process. Figure 3-1
illustrates this approach: given an event, the context (environment and situation, system,
personnel, and task) consists of the conditions affecting the performance of an important human
action, and the PIFs model the context. Then, the PIFs influence the capacity limits of the
cognitive mechanisms, which may cause an error in the cognitive process of performing an
action and thus affect the outcomes of the performance.

Environment and situation context

| Event progress

Event,
mission, ==  System Personnel
goals context context

Task context

1 1 1 1 1 1 1 1
PIFs

. 2
Cognitive mechanisms - Processors - Macrocognitve functions

Success or failure of human actions

Figure 3-1 Overview of the PIF Structure

Because the IDHEAS-G cognition model aims to provide a basis for modeling important human
actions in any HRA application, the NRC staff established the following criteria to develop a PIF
structure to model the context of important human actions:

° Pertinence and comprehensiveness in lieu of completeness—It is desirable that PIFs in
an HRA method include all of the characteristics of systems, environment, tasks, and
personnel that may affect human performance. In reality, modeling everything would
lose the practicality of a model. In addition, new systems, or changes in systems, and
new concepts of operation introduce new characteristics. Thus, modeling context for
HRA should use a set of PIFs that are pertinent to the likelihood of human errors and are
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comprehensive enough to address the current knowledge base of human performance
issues.

. Orthogonality—PIFs should be orthogonal to each other in meaning and scope
coverage, and no PIF is the result of other PIFs. Changes in one PIF should not result
in changes in other PIFs. Defining all PIFs orthogonal to each other is difficult.

. Specificity—Every PIF models a distinctive aspect of the context, and the scope of what
it models should be unambiguous. The scope should have no overlap. A PIF should not
be a subset of others.

) Explainable—PIFs should be able to explain why and how they affect the likelihood of
task success or failure. Quantification of the effect of a PIF on human errors needs to
account for how the PIF leads to certain types of human errors.

o Assessable—A PIF should have objective criteria for its assessment so that the given
context of an important human action can be consistently interpreted as the states of
relevant PIFs.

J Quantifiable—To quantify the effects of PIFs on HEPs, PIFs need to be behaviorally
observable and link to human performance measures or, more desirably, human error
data.

The developed PIF structure is intended to comply with these criteria. The development of a
comprehensive, but not exhaustive, set of PIFs for IDHEAS-G was based on an extensive
review of the literature, existing HRA methods, performance databases, and operational
experience in various domains (e.g., nuclear, aviation, transportation, chemical processing).
The cognitive basis structure allows the linking of PIFs, through the cognitive mechanisms and
processors, to the macrocognitive functions of task performance.

3.2 Performance-Influencing Factor Structure

3.2.1 Overview

As a starting point, the NRC staff first reviewed and consolidated all the PIFs in existing HRA
methods. The American Society of Mechanical Engineers/American Nuclear Society
(ASME/ANS) PRA standard [44] mentions the following PIFs in the definition of
“performance-shaping factor”: level of training, quality and availability of procedural guidance,
and time available to perform an action. The NRC staff organized the PIFs according to the four
types of context: environment and situation, systems, personnel, and tasks. The staff also
defined some new PIFs to address the comprehensiveness and specificity of a PIF model. For
example, cognitive studies have shown that performing concurrent tasks increases the
probability of human error compared to performing each task alone. Without a specific PIF for
concurrent tasks, HRA analysts have modeled it under the PIFs of mental stress or task
complexity. However, the impacts of these two PIFs on human errors are very different.

With the high-level definition of PIFs like those in the PRA standard, interpreting a PIF can be
very subjective. This causes the PIFs to be interdependent or to overlap. Also, PIFs defined in
a general way are not specific enough to link to underlying processors. The NRC staff used a
set of attributes to specify every PIF; each attribute represents one distinctive aspect of the PIF
that impacts the underlying processors by challenging one or several cognitive mechanisms.
Characterizing a PIF with a set of such attributes makes the PIF specific, assessable, and
explainable. The NRC staff identified the attributes from cognitive and behavioral studies, as
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well as human error data from various sources; thus, the attributes inherently have the capability

to

link to existing human error data for HEP quantification. Using attributes to specify a PIF also

allows the analyst to examine, if not completely eliminate, the interdependency between PIFs.

Environment
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Figure 3-2  lllustration of the PIF Structure

Figure 3-2 illustrates the four-layer PIF structure:

(1)

(2)

PIF Category/Context: PIFs are classified according to the four types of context:
environment and situation, system, personnel, and task.

PIFs: Each category has several high-level PIFs modeling the corresponding context.
Below are the PIFs in the four categories.
° environment- and situation-related PIFs
o] accessibility/habitability of workplace including travel paths
o] workplace visibility
o] noise in workplace and communication pathways
o] cold/heat/humidity
o} resistance to physical movement
° system-related PIFs
o] system and I&C transparency to personnel
o} HSI
o] equipment and tools
° personnel-related PIFs
o] staffing
o) procedures, guidance, and instructions
o] training
o} team and organization factors
o] work processes



° task-related PIFs
o] information availability and reliability
scenario familiarity
multitasking, interruptions, and distractions
task complexity
mental fatigue
time pressure and stress
o} physical demands

O O O0O0Oo

(3) PIF attributes: These are the assessable traits of a high-level PIF. A PIF attribute
describes a way that the PIF challenges cognitive mechanisms and increases the
likelihood of errors in the processors. In Figure 3-2, the PIF attributes shown correspond
to the PIFs highlighted in red. Section 3.3 discusses the attributes for all the PIFs.

(4) PIF attribute links to the cognitive mechanisms: A PIF attribute may affect one or more
processors of macrocognitive functions by challenging cognitive mechanisms. For
example, distraction challenges working memory and attention, which may lead to
multiple processor failures, such as not perceiving critical information or incorrectly
executing simple actions. (Note that this has significant impacts on the ability to isolate
the influence of these PIFs on a single cognitive mechanism or macrocognitive function.)

Section 3.4 introduces the PIF attribute links to the cognitive mechanisms, and
APPENDIX B explains them further.

The PIF structure connects to the cognitive basis structure through cognitive mechanisms, as
illustrated in Figure 3-3. The two structures together allow for a systematic analysis of human
events. Looking at the flow from left to right in Figure 3-3, an analysis can begin with collecting
information on event context, then representing the context with applicable PIFs and attributes,
evaluating which cognitive mechanisms are challenged by the PIF attributes, and identifying
potential human failure modes as the failure of processors and their associated macrocognitive
functions. Or, an analysis can begin with a task; identify applicable macrocognitive functions,
processors, and cognitive mechanisms; and then identify PIFs that can potentially affect the
processors and macrocognitive functions through the links with cognitive mechanisms. In short,

the PIF structure can serve as the bridge linking observable event context to the internal
processes of human cognition.

PIF Structure Cognitive Basis Structure
Context R Processor
P | st |
attributes mechanism Processor Dleliette
Environment Coanie
and situation Processor
Understanding
Event | System | Processor | e
i Cognitive ision-
scenario g Decision:
meshanism I Processor
Personnel _
Cognitive Processor -
mechanism Action
execution
mechanism Interteam
Cognitive coordination
mechanism

Figure 3-3  Connection of the Cognitive Basis Structure and PIF Structure
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3.3 Details of the Performance-Influencing Factor Structure

This section presents the details of the PIF structure. For each PIF, Table 3-1 through Table
3-20 present the high-level PIF definition, a discussion, the associated attributes, and some
examples of the attributes. APPENDIX B presents the links between PIF attributes and
cognitive mechanisms. The PIF structure in this report has the following features:

° The high-level PIFs cover all those in existing HRA methods (not in one-to-one
mapping).

° A PIF has multiple attributes. Every attribute included has been reported in one or more
research papers, event or accident reports, or human event databases.

. A PIF attribute challenges one or several cognitive mechanisms, as reported in the
literature.

The list should be considered a living document, as new PIF attributes can be introduced by
new research, modern technologies, changes in operational concepts, and new HRA
applications. For example, upgrades to digital I&C systems in NPP control rooms may
introduce new PIF attributes associated with the use of computerized procedures. The PIF
structure provides a framework to add new PIF attributes.

3.3.1  Environment- and Situation-Related Performance-Influencing Factors

Hazards such as steam, fire, toxic gas, seismic events, or flooding can introduce environmental
conditions that impede personnel performance. According to NUREG/CR-5680, “The Impact of
Environmental Conditions on Human Performance,” Volumes 1 and 2, issued September 1994
[45], [46], many environmental conditions can adversely affect human performance. Risk
analysis typically considers the following environmental conditions:

temperature and humidity

noise

radiation or chemical contamination
light

smoke and fog

high wind

standing or running water

debris

vibration

seismic aftershocks

The following are examples of environmental factors that can adversely impact human
performance:

. Noise, smoke, and precipitation affect information detection.

. Harsh environmental conditions, such as extreme heat or cold, may lead to early
termination of situation assessment because personnel are unwilling to seek additional
data to reconcile conflicts in the information.

o Harsh environmental conditions adversely affect decisionmaking (e.g., reducing
decisionmakers’ ability and effort in evaluating available strategies, thoroughly
deliberating decisions, or mentally simulating action plans).
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Environmental conditions on travel paths and at worksites can restrict personnel’s motor
movement, reduce their motor skills, or limit the time that they can steadily perform
motor activities. Examples of these conditions are wearing heavy protective clothes,
high water on travel paths, high winds, extreme heat or cold, earthquake aftershocks,
and chemical or other toxic contamination.

Environmental conditions such as noise or smoke can impede interteam collaboration.

The following PIFs represent environmental and situational context:

accessibility or habitability of workplace, including travel paths
workplace visibility

noise in workplace and communication pathways

cold, heat, and humidity

resistance to personnel physical movement

In addition, environmental conditions may affect information and tools available for personnel to
perform tasks. Although those two PIFs are classified in the category of task-related and
system-related context, assessments of the states of such PIFs should consider different
categories of context. The tables in this chapter show the PIF definition, the no-impact state,
and the attributes. Each table is for one PIF.



Table 31 PIF Workplace Accessibility and Habitability

Definition

Workplace is the place where the workers perform actions. It includes hardware
facilities, physical structures, and travel paths to support personnel in task
performance. Workplace may be in an open, unprotected environment or within a
building structure. The travel path to the workplace, accessibility controls to enter
the workplace, and physical environment in the work should not impede personnel
from entering and performing the required actions.

Discussion

Accessibility issues are most likely because of adverse environmental conditions
and security system operation. For example, accidents or hazards may cause
workplace conditions to become less habitable or accessible for a period of time.
The following are example situations that could affect habitability and accessibility:

. adverse environmental conditions such as steam, high water, fire, smoke,
toxic gas, radiation, electric shock risk, and roadblocks (e.g., because of
extreme external hazards)

o doors and components that are normally locked and require keys to unlock
(e.g., a fire or flood may cause electric security systems to fail locked.)

o external hazard damage to stairways and corridors

Attributes

o Accessibility (travel paths, security barriers, and sustained habituation of

worksite) is limited because of adverse environmental conditions, such as
steam, high water, fire, smoke, toxic gas, radiation, electricity shock risk,
and blocked roads.

o Doors or components require keys to unlock.

. Habitability is reduced. Personnel cannot stay long at the worksite because
of factors like radiation or earthquake aftershocks.

. The surface of systems, structures, or objects cannot be reached or touched
(e.g., because they are hot).

. The worksite is flooded or underwater.




Table 3-2 PIF Workplace Visibility

Definition

Visibility of an object is a measure of the ease, speed, and precision that the object
is visually detected and recognized. Visibility of a task is generally determined by
visibility of the most difficult element which must be detected or recognized so the
task can be performed.

Discussion

Personnel need to recognize the object of a task and their surroundings to perform
activities accurately and reliably. Visibility of an object is a function of the difficulty
experienced to discriminate it visually from the background or surrounding
environment. Visibility at work is related to the illumination of the workplace. It
requires a minimum level of illumination at which personnel can detect objects and
discriminate spaces between objects. Luminance is the most important factor for
good visibility, which is needed to reliably perform activities such as reading, writing,
inspecting objects for errors, and distinguishing cues. Poor visibility impairs
personnel’s detection of information and execution of physical actions requiring
visual-motor coordination. Moreover, it affects comfort and effectiveness of
teamwork. In addition to luminance, visibility is also affected by light distribution
such as reflections or shadows in the workplace.

The following are example situations that could affect visibility:
¢ Insufficient illumination (e.g., poor ambient light, darkness).
¢ Concealing because of fog, smoke, and rain, etc.

o Reflectance, shadow, low brightness contrast for tasks dealing with bright
contours of objects.

e Flickering or vibration of the object. Display vibration may affect the
performance of tracking tasks by reducing perceived visibility.

e Glare. Glare refers to the brightness that is greater than that for which
human eyes are adapted.

Attributes

¢ Low ambient light or luminance of the object that must be detected or
recognized

e Glare or strong reflection of the object to be detected or recognized

e Low visibility of work environment (e.g., those caused by smoke, rain, fog, etc.)
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Table 3-3 PIF Noise in Workplace

Definition

Noise is unwanted sound disruptive to hearing. Human perceived noise is a function
of the sound intensity (loudness), duration, variation of intensity, frequency of the
sound waves, and the meaningfulness of the sound.

Discussion

Noise types include continuous sound, intermittent sound, speech, nonspeech,
music, and mixtures of sounds. Continuous noise is constant, with no breaks in
intensity. Intermittent noise changes in intensity, having gaps of relatively quiet
intervals between repeated loud sounds. A major type of practical distractive noise
is speech. Speech is a distracter to which humans are especially attuned.

Noise impairs human performance by interfering with cognitive processing or
exerting detrimental effects on mental and physical health. It generally does not
influence performance speed, but it reduces performance accuracy and short-
term/working memory performance. Accuracy in cognitive and communication tasks
was most vulnerable to noise effects. Collective research findings have identified
the relationship between various types of noise and types of tasks. Below are some
examples of noise effects:

¢ Intermittent noise proves to be the more disruptive type of noise. These
effects occur more strongly with speech noise and for resource-demanding
cognitive tasks.

¢ The effects of noise were stronger when the noise was composed of
speech. Intermittent speech noise of relatively short duration is the most
disruptive.

e Humans adapt to the environment and develop various compensatory
strategies to alleviate noise effects. However, intermittent speech of a
relatively short duration makes people become unable to effectively recover
through compensatory effort because of the limited exposure.

¢ Humans can develop more effective coping strategies for continuous noise
of longer duration.

e Some low volume continuous sounds such as music can increase
personnel’s alertness.

Attributes

Continuous loud mixture of noise

Intermittent non-speech noise

Relatively continuous speech noise

Intermittent speech noise of relatively short duration




Table 3-4 PIF Cold/Heat/Humidity

Definition

Human bodies maintain a core temperature in the vicinity of 98.6°F. Beyond a
range of environmental temperature and humidity, the body’s ability to regulate
temperature decreases. Cold, heat, and humidity refers to the environmental
condition that temperature or humidity can have negative effects on behavior and
task performance.

Discussion

Cold, heat, and humidity produce thermo stress on humans. While physiological
limits of endurance to temperature and humidity may be seldomly reached,
personnel are subjected to thermo stress in many work environments, such as in
outdoor work under intemperate climatic conditions or loss of ventilation in control
rooms. Studies on the relationship between thermo stress and accident occurrence
as well as unsafe work behavior have revealed negative effects of thermo stress on
task performance. The following are example situations that could affect
performance:

e Heat begins to impair performance when it exceeds 86°F and exposure
exceeds 3 hours. Reaction time, vigilance, and performance of complex
tasks are affected by heat.

e Performance on tasks requiring manual dexterity declines when
temperatures fall below 60°F. Cold exposure of the hands which is critical
for manual performance affects the speed and precision of task
performance.

e The range of temperatures beyond which performance is impaired depends
on the kinds of tasks and exposure time. Tasks involving fine movements of
the fingers and hands or manipulation of small objects are particularly
sensitive to cold effects. Slow cooling is more detrimental to manual
performance than rapid cooling to equivalent skin temperatures of the
hands.

o Comparatively mild levels of cold, heat, and humidity exposure can
significant increase the number of errors, speed of incorrect response, and
number of false alarms. Complex reaction time slows down in heat, and
more errors are made in cold.

e Wearing protective clothing can impose thermal stress. The effect of heat
on physical work and perceptual/motor task performance may become
severe in situations where workers are required to wear heavy protective
clothing in restricted or confined areas. Protective clothing worn in radiation
zones may not allow for adequate ventilation, which leads to heat and
humidity.

Attributes

e Cold in workplace
e Heat in workplace
e High humidity in workplace




Table 3-5 PIF Resistance to Physical Movement

Definition

Resistance to physical movement refers to personnel’s perceived difficulty in
making physical movement due to resisting, opposing, or withstanding of external
forces such as those imposed by wind, rain, flooding, etc.

Discussion

Resistance to physical movement causes physical stress (also referred to as
physical fatigue). Physical stress does not lower an individual’s knowledge of how
to get tasks done, but it causes lowered physical efficiency, reduced attention, and
increased susceptibility to loss of balance. Moreover, physical stress can result in
unconscious lowering of performance standards. These effects can impact task
performance in follow ways:

Errors in timing of movement involving large sequences of movement
Overlooking some important elements in task sequences

Loss in accuracy and smoothness of control movement
Under-control or over-control of movement

Forgetting side tasks

The following are example situations that could induce resistance to physical
movement:

e External forces such as wind, rain, flooding.

¢ Postural instability may be induced by carrying heavy materials on a slippery
or unstable surface while not using fall protection; or it can be induced by
experiencing unexpected perturbations that cause body acceleration or
deceleration. Tasks affected involve standing upright, rapid body movement,
or lateral reach during lifting.

e Exposure to whole-body vibration interferes with manual tracking and visual
acuity. Whole-body vibration may come from operating vehicles, walking or
lying on oscillating overhead catwalks, climbing up ladders located on or
over machinery, working in ventilation ducts, tending conveyors, and fixing
generators, diesels, and turbines.

e Protective clothes impose a mechanical burden because body movement is
limited by the clothing. That can impact manual dexterity capabilities and
psychomotor performance.

¢ Wearing heavy gloves hampers performance of delicate manual tasks.

Attributes
e Physical resistance
e Postural instability (e.g., slippery surface)
¢ Whole-body vibration
o Wearing heavy protective clothes or gloves or both
e Resistance to personnel movement with vehicle




3.3.2 System-Related Performance-Influencing Factors

System context consists of conditions in operating and supporting systems, I&C, HSI, and
portable equipment and tools. While system availability and reliability are modeled in PRA
outside of HRA, system design, maintenance, and administrative control can create conditions
impeding human performance.

System context is represented with the following PIFs:

. system and 1&C transparency to personnel
. HSI
. equipment and tools

These PIFs are presented in Table 3-6, Table 3-7, and Table 3-8, respectively. In addition,
systems and I&C can affect information availability and reliability. The PIF information is
described in the task-context category. Assessments of the PIF information should also
consider system context.

Table 3-6 PIF System and I&C Transparency to Personnel

Definition

Systems and |&C should be designed for personnel to understand their behaviors
and responses in various operating conditions.

Discussion

This PIF models the impact of design logic and personnel’s use of the systems
deviating from the design. If the operation of system or I&C is not transparent to
personnel, or personnel are unclear about system interdependency, they can make
errors because of not understanding the systems in unusual scenarios. Also, some
instrumentation, control, electrical, and fluid (water, compressed air, ventilation)
systems may be aligned in alternative or unusual configurations when the initiating
event occurs. For example, these configurations may apply during testing,
maintenance, specific shutdown plant operating states, etc. If a system is not aligned
in its normal configuration or the unusual alignment is not apparent, personnel may
not correctly confirm that the system is operating properly, easily recognize the
effects from equipment damage, or quickly determine how the system should be
realigned to cope with the evolving scenario.

Attributes

o System or I&C does not behave as intended under special conditions.

o System or I&C does not reset as intended.

o System or I&C is complex, making it hard for personnel to predict its behavior

in unusual scenarios.

o System or I&C failure modes are not transparent to personnel.




Table 3-7 PIF Human-System Interface

Definition

HSI refers to indications (e.g., displays, indicators, labels) and controls used by
personnel to execute actions on systems.

Discussion

HSIs are expected to support human performance. For example, advanced alarm
displays in NPP control rooms organize alarms according to their urgency to help
operators focus on what is most important. HSI design of NPP control rooms
generally undergoes rigorous human factors engineering; thus, HSIs should comply
with human factors engineering requirements and not impede human performance in
normal and typical emergency operation. However, poorly designed HSIs can
impede task performance in unusual event scenarios. Even a well-designed HSI
may not support human performance in specific scenarios that designers or
operational personnel did not anticipate. HSIs may also become unavailable or
unreliable in hazardous scenarios.

Attributes

HSI attributes depend on the specific interfaces used in an application. New HSI
technologies may introduce additional attributes.

o The source of indication (e.g., indicators, labels) is similar to other sources
nearby.

o The source of indication is obscured or masked in many potentially relevant
indications.

. The indications have low salience; for example—

o Indications are located outside of personnel’s direct view (e.g., they
are viewed from far away or blocked by constructs, poor lighting).

o Indications appear similar to the surrounding information.

o Indications are difficult for visual perception, such as small fonts,
labels that are difficult to read, low legibility, or misuse of colors.

o Related information is spatially distributed or unsynchronized.

o Personnel must look around or walk around to get all pieces of
information in an information-gathering task.

o Pieces of information needed for a task are not presented at the same
time; thus, personnel must remember and relate the various pieces.




Table 3-7

PIF Human-System Interface (continued)

Attributes (continued):

Indications are confusing or nonintuitive.

o The indication or label can be interpreted differently for reasons such
as imprecise axis labeling in an X-Y plot.

o The same information is presented in different formats, which may lead
to recognition errors.

o HSI presents information in confusing ways such that interpreting the
indications involves complex graphics or complicated logic operations
(e.g., AND, OR, NOT, and NOR).

Secondary indications are not promptly available, or personnel are not aware
of them.

o Personnel rely on secondary indications when the primary sources of
information are not available, but personnel may not know of the
existence of secondary indications or may not know how to use them.

Controls are difficult to maneuver.

Personnel do not anticipate the failure modes of controls and their impacts.
Indications of states of controls are inadequate.

There is confusion in action maneuver states.

o Transition in system control states is not acknowledged.

o Controls reset following trips or spurious actions.

Controls provide inadequate feedback (i.e., lack of adequate confirmation of
the action executed (incorrect, no information provided, measurement
inaccuracies, delays)).

Labels on the controls do not agree with document nomenclature.

Controls are not reliable, and personnel are unaware of the problem.




Table 3-8 PIF Tools and Parts Availability and Usability

Definition

The tools, equipment, and parts assessed in an event include all the things needed
to support personnel actions. They should be available and readily usable.

Discussion

In event scenarios, portable or special tools may be needed. Examples are portable
radios, portable generators, torque devices to turn wheels or open flanges,
flashlights, ladders to reach high places, and electrical breaker rack-out tools. The
tools assessed in an event include all the things needed to support personnel
actions. For example, use of a portable diesel pump would include the vehicle to tow
the pump to its staging location, the water source, pipes, hoses, junctions and fittings
(e.g., to connect to fire hydrants), and other things; ladders or scaffolding may be
needed to access equipment that must be operated or local instrumentation that
must be checked.

Attributes

o Tools are difficult to access or to use (e.g., lack of administrative control of
tools).

o Tools are unfamiliar to personnel.
o Personnel do not know how to calibrate or use the tools.
o Instructions for use do not state what to do if the equipment or tool is

operating outside of the specified range.
o Failure modes or operational conditions of the tools are not clearly presented

(e.g., ranges, limitations, and requirements).

o Critical tool does not work properly because of aging, lack of power,
incompatibility, improper calibration, lack of proper administrative control, or
other reason.

o Tools or parts needed are missing or not available.

o Document nomenclature does not agree with equipment labels.

3.3.3 Personnel-Related Performance-Influencing Factors

Personnel context includes the conditions related to individuals, teams, and organizations. The
following PIFs represent personnel context:

staffing

procedures (including guidance, protocols, and instructions)
training

teamwork factors

work process

These PIFs are presented in Table 3-9 through Table 3-13, respectively.
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Table 3-9 PIF Staffing

Definition

Staffing refers to having adequate, qualified personnel to perform the required tasks.
Staffing includes the number of personnel, their skill sets, job qualifications, staffing
structure (individual and team roles and responsibilities). Adequate and qualified
staff is normally expected.

Discussion

In event scenarios, there may be a shortage of staffing, lack of staff with specific
skills, or unclear staff roles and responsibilities. Even in normal operation scenarios,
staffing can become a concern—for example, key personnel may be temporally
called away for other duties.

Fitness for duty is a part of staff job qualification. It refers to whether an individual is
fit to perform the required actions. Factors that may affect fithess for duty include
fatigue, illness, drug use (legal or illegal), and personal problems. Personnel may
become unfit for duty as the result of excessively long working hours or illness
caused by the harsh environment.

Staffing assessment in an event should consider unusual situations like the following:

o Some personnel may not be available for a period after an initiating event.
For example, in an NPP external event, the offsite personnel may not be
available for a time because of site inaccessibility. Staffing considerations
should not be limited only to the HFE being analyzed, but it should be
considered within the scope of the entire event. Staffing can be inadequate
when many human actions are concurrent. Specifically, analysts need to
consider other activities that are not modeled explicitly in the PRA. For
example, personnel may be allocated to mitigate failures or damage to non-
safety systems that are important for overall plant investment protection or for
perceived improvement of overall plant conditions, but are not modeled
explicitly in the PRA.

. For an extreme event blocking access to the site for a time, onsite personnel
must be able to perform the tasks before the offsite personnel are available.
A staffing analysis would be necessary to ensure that sufficient personnel and
needed skills are available for all tasks.

° If an important human action is performed through teamwork, the team can
collectively fulfill the minimum requirement of staffing, knowledge, and
abilities. For example, in an external hazard, the plant security force may be
required to support the trained plant staff to remove debris on the road and
move the portable equipment to the equipment staging location. These
activities may need only a trained staff (e.g., to operate a special vehicle) and
many helping hands. The other plant staff can supplement the manpower
needed if they are supervised by plant staff with the specific skills and
knowledge needed.




Table 3-9 PIF Staffing (continued)

Attributes

o shortage of staff (e.g., key personnel are missing, unavailable, or delayed in
arrival; staff pulled away to perform other duties)

. ambiguous or incorrect specification of staff roles and responsibilities

. inappropriate staff assignment (e.g., lack of skills needed)

. key decisionmaker’s knowledge and ability are inadequate to make the

decision (e.g., lack of required qualifications or experience)

. lack of administrative control of fitness for duty

Table 3-10 PIF Procedures, Guidance, and Instructions

Definition

This PIF refers to availability and usefulness of operating procedures, guidance,
instructions (including protocols). Procedures, guidance, and instructions (PGls)
should be validated for their applicability and usefulness. Following PGls should lead
to the success of important human actions.

Discussion

Normally, PGls are expected to be available and facilitate human performance.
However, there are situations in which PGls give incorrect or inadequate guidance
for important human actions. PGls may not apply to the scenario. Other common
problems with PGls include ambiguity of steps, lack of adequate detail, or conflict
with the situation.

Attributes
o The PGl is inadequate.
o PGl is not specific about searching for additional information when the
primary cues are not available or not reliable.
o PGl does not warn about all the conditions that should be avoided
during performance.
o Contingency steps are insufficient.
) Logic is unclear such that the operators are likely to have trouble
identifying a way to move forward through the PGI.
o PGI does not warn about the pitfalls of the decision.
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Table 3-10 PIF Procedures, Guidance, and Instructions (continued)

Attributes (continued)

o The PGI design is difficult to use.
o The PGl is difficult to use because of factors such as formatting
problems, ambiguity, or lack of consistency.
o Multiple guidance documents must be referenced or open at the same
time.
o There are no place-holders to maintain one’s place in the document.
o The logic to follow PGls is complex: e.g., sequential presentation of a

PGl requires the crew to go through several loops before finding the
correct indications to diagnose the plant status.

o The PGI lacks details.
o The PGI does not provide sufficient details.
o Engineering judgment is needed to supplement the lack of PGI details.
o The PGl is not specific for the situation so personnel have to fill in the
details to make the PGI work for the situation.
o The PGl is confusing.
o The PGI requires complex calculations or logic reasoning

(e.g., complex logic to follow; a sequentially presented PGI requires
personnel to go through several loops before finding the correct
indications; PGl logic or layout makes it difficult to follow the PGI step-
by-step).

o PGls that are used for the same important human action are
inconsistent (e.g., PGls use different parameter units such as radius
versus diameter, percent versus direct numeric value).

o PGls conflict with existing policies, requirements, or other documents.
o The PGl is available but does not fit the situation (e.g., it requires deviation or
adaptation).
o The PGl is not available for skill-based tasks.
o The PGl is not available; thus, personnel have to find ways to perform the

task based on their knowledge.

o The PGl is misleading.
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Table 3-11  PIF Training

Definition

This PIF refers to training that personnel receive to perform their tasks. Included in this
consideration are personnel’s work-related experience and whether they have been trained
on the type of the event, the amount of time passed since training, and training on the specific
systems involved in the event. It is expected that adequate training is required for
professional staff.

Discussion

Training may not address all possible event scenarios. For example, NPP operator training
focuses on use of normal and emergency operating procedures (EOPs); the training may not
adequately emphasize how operators need to develop novel strategies to handle unusual
accident or hazard situations.

Attributes

o Training frequency is low (greater than 6 months between sessions).

o Training duration or the amount of training is not adequate.

o Training on procedure adaptation is inadequate. The training focuses on following

procedures without adequately training personnel to evaluate all available
information, seek alternative interpretations, or evaluate the pros and cons of
procedural action plans.

o Training is inadequate on collaborative work process as a crew (e.g., inadequate
supervision in monitoring actions and questioning current mission; inadequate
leadership in initiating assessment of action scripts, facilitating discussion, and
avoiding tunnel vision).

o Training or experience with sources of information (such as scope and limitations of
data and information on the failure modes of the information sources) is inadequate.

o Experience in diagnosis (e.g., not being aware of and coping with biases, not seeking
additional information, and not avoiding tunnel-vision) is inadequate.

o There are gaps in team knowledge and expertise needed to understand the scenario.

o There is inadequate specificity on the urgency and criticality of key information such

as key alarms, system failure modes, and system design to the level of detail needed
for responding to the situation.

) The training is inadequate or practice is lacking in the step-by-step completion of
action execution.

o The training lacks practicality.

. Hands-on training on action execution is lacking (e.g., training consists of virtual

training, classroom training, or demos only without hands-on practices).
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Table 3-11  PIF Training (continued)

Attributes (continued)

o Experience or training is lacking on procedures, guidelines, or instructions for the type
of event (e.g., use nonoperators to perform some actions outside the control room).

o The action context is infrequently part of training or personnel rarely perform the
actions under specific context (greater than 6 months between performance).

. Personnel are not trained on the procedures or for the type of actions.

Table 3-12  PIF Team and Organization Factors

Definition

Team factors refer to everything affecting team communication, coordination, and
cooperation.

Discussion

Teamwork activities include planning, communicating, and executing important human
actions across individuals, teams, and organizations. Examples of teamwork problems seen
in event analysis are problems caused by information not being communicated during shift
turnover and loss of command and control between the operations center team and field
maintenance personnel.

Safety-critical organizations foster safety culture and have mechanisms for identifying,
reporting, and correcting human errors or factors that may lead to human failure events. For
example, organizations should document and treat any evidence obtained during the review
of an operating event indicating intergroup conflict or indecisiveness or an uncoordinated
approach to safety. An organization should also maintain an effective corrective action
program to address safety issues such as failure to prioritize, failure to implement, failure to
respond to industry notices, or failure to perform risk analyses. The attribute of poor safety
culture that impedes safety can vary greatly among organizations.

Attributes
) Inadequate team information management
o Distributed information—The information needed for understanding the
situation is distributed across team entities in distributed locations and needs
to be communicated and integrated.
o Unsynchronized information—Information presented to decisionmakers comes
from various sources and represents situations at various times.
o Information overload—Information allocated to an individual is too

overwhelming to be processed promptly.

3-21



Table 3-12  PIF Team and Organization Factors (continued)

Attributes (continued)

o Inadequate teamwork resources
o lack of sufficient personnel resources to address all issues of concern
(shortage of personnel)
o lack of sufficient equipment resources to address the issues of concern
(shared equipment)
o resources not under direct control (need to persuade others to provide the
resources)
o lack of awareness of resources available (e.g., personnel available)
o lack of required expertise of staff
° Distributed or dynamic operational teams
o Teams have been drilled together.
o Action requires coordination between multiple parties at different locations.

Distributed locations increase the likelihood of breakdowns in
communication, increase the work required to maintain shared situational
awareness (common ground) and the possibility of divergence in
understanding the situation and the goals to be achieved, and make it less
possible to catch and correct other errors.

o Teams that involve multiple crafts or multiple organizations (e.g., contractors)
may have differences in mental models and disciplinary goals.

o Team cohesion may be inadequate (e.g., lack of understanding of other team
members, lack of the required knowledge or experience on the team, lack of
a clearly designated decisionmaker on the scene, and not having
well-defined roles and responsibilities for team members).

o Leadership or supervision is inadequate to ensure that personnel have a
common understanding of evolving situation and goals.

o Roles and responsibilities are not specified or are ambiguous for the situation
(i.e., no clear roles and responsibilities). Personnel may be unclear as to
their roles and responsibilities or unwilling to take on responsibilities, or there
may be no plan for specifying roles and responsibilities for this type of
situation.
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Table 3-12

PIF Team and Organization Factors (continued)

Attributes (continued)

Inadequate team decisionmaking infrastructure

O

Making the decision requires consensus, approval, or both along a
chain of command that can lead to delay and possibly increase risk
aversion.

The team does not have an “open” decisionmaking style, which would
encourage everyone to volunteer suggestions and raise concerns. An
open style may result in more resilient performance (with team
members more likely to catch and correct errors).

Work process is poor in reconciling different viewpoints.

The locus of decisionmaking is distributed or shifts from one location
to another, with some decisions centralized and others local. Control
room operators may act without informing or getting permission from
higher-level management. Groups with different situational
awareness and expertise and in various locations need to make
decisions and develop plans. The transfer of the locus of control from
one location to another can contribute to delays or loss of information.

Making the decision requires varied expertise distributed among
multiple individuals or parties who may not share the same information
or have the same understanding of the situation.

Team coordination difficulty

O

Close coordination of activities is necessary. Activities are
interdependent, such that the action of one person cannot be
achieved until the action of the other is achieved, or the action of one
person can complicate or block the action of another.

There is inadequate coordination between site personnel and
decisionmakers to adapt or modify planned actions based on the site
situation.

The team is unable to verify the plan because of inadequate
communication (of the goals, negative impacts, deviations) with
decisionmakers.

Supervision is inadequate in monitoring actions and questioning the
current mission.

Authorization difficulty

O

O

O

too many levels and roles of authorization entities
no clear lines of authority

approval required from higher-level management chain

3-23




Table 3-12  PIF Team and Organization Factors (continued)

Attributes (continued)

o Inadequate communication capabilities between teams
o no clear guidance for the content of communication for different
purposes (e.g., communication to upper or lower levels, with other
parties)
o no guidance or protocol for communicating the decisions
o unavailable, degraded, or unreliable communication equipment

(e.g., signals of wireless devices become unstable in radioactive
environment; battery for communication devices is out or not working;
unreliable communication channel because of noise or other
environmental conditions)

o communication difficulties:
" using unfamiliar equipment
" different communication protocols between the parties
(e.g., three-way communication requirement is a protocol)
" partial or full abandonment of routine communication means
" unfamiliarity of communication parties (e.g., required to

communicate with offsite support party with which there is a
joint drill less than once per year; involvement of different work
groups or organizations)

" complex content

. lack of or ineffective practices (e.g., pre-job briefing) to inform personnel of
potential pitfalls in performing the tasks

. lack of or ineffective practices (e.g., supervision) for safety issue monitoring
and identification

. lack of or ineffective practices for safety reporting

. lack of or ineffective practices for corrective actions

. Poor teamwork practices or drills together
o There have been no drills on the command and control structure for

the situation.
o The involved parties have not drilled together.
o Good practices are lacking for the following:

identifying and communicating priorities

monitoring and coordinating actions

tracking pending action

maintaining common ground across the distributed team
ensuring that time-critical actions are addressed
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Table 3-13 PIF Work Processes

Definition

Work process refers to aspects of structuring operations and conduct of operations.
Good work processes in safety-critical work domains set high standards of
performance and ensure the conduct of control room and field activities in a thorough
and professional manner.

Discussion

Included in NPP work processes are functions and tasks of plant operations, shift
complement and functions, operating practices, pre-job briefings, and work control
and authorization. An important aspect of work processes affecting human reliability
is verification of personnel’s task performance. Verification may come in forms of
professional self-verification, independent verification, peer-checking, and/or close
supervision. In addition, NPP control rooms also have a shift technical advisor
performing independent checking and advising. Verification can capture a large
portion of errors personnel made in the first place and correct them. Lack of
verification greatly reduces human reliability.

Attributes

Lack of professional self-verification or cross-verification (e.g., 3-way

communication), peer-checking, independent checking or advising, or close

supervision

Poor attention on task goal, individual’s roles, or responsibilities, e.g.,

o Poor practice of attention on the task goals (personnel disengages from the
goal too early)

o Poor practice of keeping personnel in assigned roles and responsibilities

o Excessive disturbance of planned work and assigned responsibilities

o Bad shift handovers

Poor infrastructure or practice of overviewing operation information or status of

event progression

Poor work prioritization, planning, scheduling, e.g,

o Poor planning of work orders

o Many extra instructions regarding task prioritization and scheduling

o The purpose and object of the work permit was not specified

o Work permits were not handed in on time and, therefore, delayed other

activities

Indistinct information concerning the prioritization of different work activities

Insufficient information in operational order concerning performance of tasks

o O
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3.3.4 Task-Related Performance-Influencing Factors

Task-related PIFs include the following:

information availability and reliability
scenario familiarity

multitasking, interruptions, and distractions
task complexity

time pressure, stress, and anxiety

mental fatigue

physical demands

These PIFs are presented in Table 3-14 through Table 3-20, respectively.

Table 3-14  PIF Information Availability and Reliability

Definition

Personnel need information to perform tasks. Information is expected to be complete,
reliable, and presented to personnel in a timely and user-friendly way.

Discussion

In complex scenarios, large volumes of information are expected to be preprocessed and
organized for personnel. Information in event scenarios may be incomplete, unreliable,
untimely, or even incorrect or misleading. Personnel could receive information via sensors,
instrumentation, alarms, oral communication, local observation, engineering judgment, or
other means. Information that is obtained from sensors and instrumentation are usually
presented to personnel with the human-system interface (HSI) such as indicators and
displays. There are situations that local observations and oral transmittal of information are
the only available options to obtain information.

A particular type of information for personnel responding to events is the cues of an event.
The cues are the initial signs or symptoms for personnel to perform required actions. Itis
assumed that if cues are not available, then the personnel will not respond to the problem,
and the required actions will not be performed.

) Sensors or indicators may be unreliable or misleading (e.g., damaged or degraded
while appearing to be working, false alarms in design, out-of-range, or inherently
unreliable sources). Flaws in system state indication - the indications display the
demanded position for a component or control function, rather than the actual
equipment state. (An example was the pressurizer PORYV indications at Three Mile
Island, which showed that the valves were supposed to be closed, while one was
actually open).

o Primary sources of information are not available, and secondary sources of
information are not reliable or readily perceived. An example is that secondary
sources of information are only available via local observation or oral transmittal.
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Table 3-14  PIF Information Availability and Reliability (continued)

Discussion (continued)

An evaluation of the timeliness and quality of oral information is important to assess
information availability and reliability when local observations and oral
communications may be the only feasible way to confirm and monitor system status

Information source is obscured because of environmental factors (e.g., labels on the
source are located in positions difficult to read).

Attributes

Updates of information are inadequate (e.g., information perceived by one party who
fails to inform another party).

Information from different sources is not well organized.
Conflicts in information
o Multiple alternative explanations exist for the pattern of symptoms observed.

o The available information contradicts or does not converge to yield a coherent
understanding of the situation.

o Information or cues do not match procedures or guidance.
Information updates are inadequate

Different sources of information are not properly organized

Personnel are unfamiliar with the sources or meaning of the information.

Pieces of information change over time at different paces; thus, they may not all be
current by the time personnel use them together.

Feedback information is not available in time to correct a wrong decision or adjust the
strategy implementation.

Information is unreliable or uncertain.

Primary sources of information are not available, while secondary sources of
information are not reliable or readily perceived.

Information is misleading or wrong.

o Sensors or indicators may be unreliable or misleading (e.g., they may be
damaged or degraded while appearing to work; false alarms in design, out-of-
range, inherently unreliable sources; conflicting data indicate a false situation
or a flaw in the system state indication).

o An important cue is masked.
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Table 3-15  PIF Scenario Familiarity

Definition

The scenario is familiar to personnel, with predictable event progression and system
dynamics, and does not bias personnel in their understanding of what is happening.
Discussion

Unfamiliar scenarios typically pose challenges to personnel in understanding the
situation and making decisions. In addition, responses to unfamiliar scenarios could
entail greater uncertainty compared to those for familiar scenarios. In unfamiliar
scenarios, personnel are more likely to perform situation-specific actions not
identified in the procedures.

Attributes

o Scenario is unfamiliar.

o The situation does not match prior training or experience.

o No mental model exists for the situation.

o The scenario is not recognized based on procedures or guidance;
personnel have to rely on knowledge to develop a mental model.

° A bias or preference for wrong strategies exists.

o An example is anchoring bias. In this case, the mental model that is
correct for most situations is not correct for the specific situation. This
refers to the stereotype violations or “not the usual suspect” in
psychology. That is, in most situations, there is a stereotypical
explanation for a set of data. In this scenario, the “usual suspect”
explanation is not the best explanation.

. Personnel are unfamiliar with system failure modes.
° Personnel are unfamiliar with worksites for manual actions.
. Plans, policies, and procedures to address the situation are lacking.
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Table 3-15  PIF Scenario Familiarity (continued)

Attributes (continued)

o Unpredictable dynamics refers to a situation in which systems behave
differently from what is expected or external factors make it difficult to predict
event progression. Personnel may need to monitor multiple parameters,
synchronize information, and constantly update their mental models to
understand the situation and make decisions.

o The event evolution and system responses are unpredictable.

o Feedback information is not available in time to correct a wrong
decision or adjust the strategy implementation.

o The decision has unintended side effects that are hard to predict.

o) Personnel are unable to effectively evaluate the strategies’ pros and
cons.

o The situation involves fast-changing information and cues.

¢ Dynamic decisionmaking is required. Complex system dynamics require
constant collection of information to adjust the decision.

¢ Shifting objectives mean that tasks originally given to personnel change over
time. This requires a revision in personnel’s mental models and plan for
meeting the original goals.

Table 3-16  PIF Multitasking, Interruptions, and Distractions

Definition

Multitasking refers to performing concurrent and intermingled tasks. Distraction and
disruption refer to things that interfere with personnel’s performance of their critical
tasks.

Discussion

Because each task requires multiple cognitive functions, such as detecting cues or
parameters, assessing information, and mentally programming sequences of actions,
personnel must frequently switch between these tasks during multitasking. Switching
between tasks can make errors more likely. An example of multitasking is
concurrently implementing multiple procedures; personnel may skip procedure steps
when switching between procedures. An example of extreme multitasking is a
situation in which decisionmakers must handle several operational systems

(e.g., reactor units) that are in different critical states. In this example, related items
of information about different systems may be mixed or transposed.

Examples of distractions and interruptions are phone calls, requests for information,
and the concurrent activities going on in the work environment. Prolonged
interruption refers to situations in which personnel are kept from their critical tasks for
a prolonged period or interrupted by cognitively demanding requests.
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Table 3-16  PIF Multitasking, Interruptions, and Distractions (continued)

Discussion (continued)

Experience from actual events has shown that personnel may also be distracted by
failures or damage to non-safety systems that are important for overall plant
investment protection or for perceived improvement of overall plant conditions, but
are not modeled explicitly in the PRA. In some scenarios that involve severe plant
damage (e.g., fires, floods, seismic events, etc.), operators may also need to attend
to treatment and relocation of personnel who are physically injured. These concerns
introduce conflicting strategic and time priorities for decision makers and constraints
on the assignment of limited personnel resources. These types of diversions and
distractions have occurred in practice, and analysts should account for them. That is
why it is essential that the integrated scenario narrative must describe the entire
context of the plant damage and not focus only on systems and equipment that are
modeled explicitly in the PRA and the distinct human actions that are needed to cope
with only those failures.

Attributes

o excessively frequent or long interruption during the continuous performance
of critical tasks

o distraction by other ongoing activities that are relevant to the critical task
being performed

o Distraction by other ongoing activities that are not directly relevant to the
critical task being performed (e.g., damage to systems and equipment that
are not modeled explicitly in the PRA, personnel injuries, etc.)

o concurrently detecting (monitoring or searching) multiple sets of parameters
when the parameters in different sets may be related
o concurrently diagnosing more than one complex event that requires
continuous seeking of additional data to understand the events
o concurrently making decisions or plans that may be intermingled
o concurrently executing intermingled or interdependent action plans
o Command and control multitasking
o The decisionmaker has multiple issues to address in parallel.
o The decisionmaker has multiple individuals (or groups) working

independently and in parallel to monitor and control or to manage
and supervise.
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Table 3-17  PIF Task Complexity

Definition

Task complexity, also referred as cognitive complexity, measures task demand for
cognitive resources (e.g., working memory, attention, executive control). Nominal
complexity refers to the level of complexity that does not overwhelm personnel.

Discussion

The cognitive complexity of a task has two parts: the complexity in processing the
information to achieve the macrocognitive functions of the task, and the complexity in
developing and representing the outcomes to meet the task criteria. For example, a
task is to monitor a set of parameters, and the outcome is to identify the parameters
outside a certain range or determine the trends of the parameters. The latter
imposes higher cognitive demands on personnel’s working memory; thus, it is more
complex. Complexity is characterized by the quantity, variety, and relation of the
items to be processed or represented in a task.

Attributes

o Detection criteria are complex. For example, there are multiple criteria to be
met or complex logic; information of interest must be determined based on
other pieces of information and may involve complex computation; or
detection criteria are ambiguous.

o Detection overloading. For example, personnel may need to concurrently
track the states of multiple systems, monitor many parameters, and memorize
many pieces of information detected.

o Detection requires sustained attention. For example, determining a
parameter trend during unstable system status or monitoring a
slow-response-system behavior without a clear time window to conclude the
monitoring requires attention for a prolonged period.

. Cues for detection are not obvious. That is, alarms or instructions do not
directly cue detection, so personnel must actively search for information.

o Multiple causes for situation assessment: Multiple independent “influences”
affect the system, and system behavior cannot be explained by a single
influence.

o Relations of systems involved in an action are too complicated to understand

o Key information is cognitively masked (e.g., hidden coupling, cascading

effects, cognitive masking, and complex logic), and the source of a problem is
hard to diagnose because of cascading secondary effects that make it difficult
to connect the observed symptoms to the originating source.

o The potential outcome of the situation assessment consists of multiple states
and context (not a simple yes or no).

o Decisionmaking involves developing strategies or action plans.
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Table 3-17

PIF Task Complexity (continued)

Attributes (continued)

Decision criteria are ambiguous and subject to different interpretations.
Multiple, intermingled goals or criteria need to be prioritized.

Goals conflict (e.g., choosing one goal will block achievement of another goal,
and multiple competing goals cannot be prioritized).

Decisionmaking requires integration of a variety of types of information with
complex logic.

Decisionmaking requires diverse expertise distributed among multiple
individuals or parties who may not share the same information or have the
same understanding of the situation.

Competing strategies: Multiple strategies can achieve the same goal but with
different benefits and drawbacks. These strategies affect each other

(e.g., competing resources or delaying critical actions that affect the likelihood
of success).

Personnel may need to unlearn or break away from automaticity of trained
action scripts.

o Negative transfer between tasks (not used to doing it this way):
Identical or similar tasks performed in different settings, modes, or
procedural sequences require different approaches.

Controlled actions may require monitoring of action outcomes and adjusting
action accordingly.

o Initiation of the action requires monitoring of certain parameters for a
period of time or waiting for a period of time (until the parameters
reach a specified threshold).

Action criteria are difficult to use:

o too restrictive to meet

o no indication that the criteria are met
o not explicit or concrete

o too many criteria

Action requires out-of-sequence steps.
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Table 3-17 PIF Task Complexity (continued)

Attributes (continued)

Long-lasting, noncontinuous action sequences, or long-time gap between the
cues for execution to initiation of the execution are necessary.

o Actions demand prospective memory (i.e., long lapse time before
commencing a follow-up activity).

o An action sequence includes a disconnected activity in the future for
which there is no strong memory cue. Performing the action
sequence requires personnel to memorize past status over a
prolonged period (longer than several hours).

Action sequences are parallel and intermingled.

Action execution requires close coordination of multiple personnel at different
locations.

Action execution requires long sustained attention.

Table 3-18

PIF Mental Fatigue

Definition

In the normal status of mental fatigue, personnel do not experience decrement of
vigilance and abilities to perform complex cognitive tasks.

Discussion

Mental fatigue can result from performing a task for an extended period of time,
nonroutine tasks, and cognitively demanding tasks. Mental fatigue leads to loss of
vigilance, difficulty in maintaining attention, reduced working memory capacity, and
use of shortcuts in diagnosing problems or making decisions.

Attributes

sustained, high-demanding cognitive activities (e.g., mismatches between
procedure and situation demand constant problem-solving and
decisionmaking; information changes over time and requires sustained
attention to monitor or frequent checking)

long working hours with cognitively demanding tasks

sleep deprivation, exposure to noise, disturbed dark and light rhythms, and air
pollution
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Table 3-19 PIF Time Pressure and Stress

Definition

Time pressure refers to the sense of time urgency to complete a task, as perceived
by personnel. This sense of time urgency creates psychological pressure affecting
personnel performance.

Discussion

Time pressure arises when making a tradeoff between thoroughness in performing
the task and completing the task in time. Because time pressure is based on
personnel’s perception and understanding of the situation, it may not reflect the
actual situation. Therefore, although time pressure is most likely to occur when
marginal or inadequate time is available, it also could occur in scenarios with
adequate available time, but personnel have an incorrect understanding of the
situation. For example, some training protocols emphasize the importance of making
assertive, immediate decisions, and they reward personnel for rapid, correct
responses. This type of training can instill an inappropriate sense of urgency,
reluctance to question initial impressions, and resistance to deliberative team
consultation.

Anxieties, such as concern for families in emergency conditions, fear of potential
consequences of the event, and worrying about personal safety, can also increase
the level of psychological stress and affect performance. Such concern is prevalent
during scenarios that involve extreme hazards such as fires, seismic events, floods,
high winds, aircraft crashes, etc..

Attributes

o reluctance to execute an action plan because of potential negative impacts
(e.g., adverse economic impact)

. high time pressure because of perceived lack of adequate time to complete
the task or because of training protocols that instill an artificial sense of time
pressure and urgency for task performance

. mental stress concerning the high workload or task difficulty
o emotional stress (e.g., anxiety, frustration)
. physical stress (e.g., disturbed dark and light rhythms, air pollution)

3-34



Table 3-20  PIF Physical Demands

Definition

Physical demands indicate that a task requires extraordinary physical effort, such as
twisting, reaching, dexterity, or strong force. Personnel safety refers to that there is
the likelihood of personnel injury in performing certain actions for the given scenarios,
in particular under extreme operating conditions.

Discussion

In practice, personnel safety would most likely apply to scenarios with extreme
operating conditions, such as those involving plant damage from internal hazards
(fires, floods, etc.), external events (seismic events, floods, high winds, aircraft
crashes, etc.), impending or actual core damage, large releases of radiation or toxic
chemicals, etc. It accounts for the effect of personnel’s concerns about their own
personal safety and possible harm or known injuries to their co-workers on task
performance. The effects from this PIF may be manifested by personal fear,
cognitive distractions, an enhanced sense of urgency, additional time delays for
cognitive response and action implementation, supervisory reluctance to send
personnel into specific plant locations, operator reluctance to perform local actions,

etc.

Attributes

o Action execution requires highly accurate fine-motor skills, fine-motor
coordination, or skills of craft.

o Fine or difficult motor actions, such as installing or connecting delicate parts,
must be performed.

o The task is physically strenuous (e.g., lifting heavy objects, opening or closing
rusted or stuck valves, moving heavy things in water or high wind).

o There is resistance to motor movement (e.g., wearing heavy clothing; lifting
heavy materials; opening or closing rusted or stuck valves; executing actions
in water or high wind, in extreme cold or heat, or on unstable ground).

. The task is performed in ways or locations that can impact personnel safety.

In summary, the PIF attributes listed in this section are described in terms of their potential
adverse impact on macrocognitive functions. The list is independent of work domains or HRA
applications. Specific applications may introduce additional PIF attributes. This comprehensive
list serves as a basis for developing HRA methods for nuclear-related applications.

3.4 Links between Performance-Influencing Factor Attributes and Cognitive
Mechanisms

Every PIF attribute in the comprehensive list of PIFs challenges one or several cognitive
mechanisms. The challenges to the cognitive mechanisms increase the likelihood of a
processor error and subsequent failure of a macrocognitive function (i.e., human error).
However, the presence of one or several PIF attributes does not always result in error of the
processors—rather, they increase the likelihood of the failure. To use the PIF list for HRA,
potential links between the PIF attributes and cognitive mechanisms, which may lead to
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processor error and subsequent failure of the macrocognitive functions, are inferred. Below are
some examples demonstrating that a PIF attribute may affect several processors and vice versa
(Appendix A to NUREG-2114 [21] provides more examples).

For every challenge to the cognitive mechanism that may lead to processor error and
subsequent failure of the macrocognitive functions, IDHEAS-G generalizes the PIF attributes
that can affect the likelihood of macrocognitive failure. The tables in APPENDIX B to this report
present the links between the cognitive mechanisms and PIF attributes. The tables are an
enhancement of Appendix A to NUREG-2114 [21] in that they provide explicit links between
cognitive mechanisms and PIF attributes, while NUREG-2114 links a limited set of processors
to high-level PIFs. On the other hand, Appendix A to NUREG-2114 provides a larger set of
examples from the research literature to show how a PIF may affect the processors through
cognitive mechanisms.

3.5 Effects of Performance-Influencing Factor Attributes on Macrocoqgnitive
Functions

Abundant evidence in the research literature and operational experience demonstrate that PIF
attributes increase the likelihood of errors in macrocognitive functions or their processors. Yet,
the quantitative relationship between PIFs and HEPs has been ambiguous. IDHEAS-G needs
substantial data to explain the following three aspects:

(1) assessing states of PIFs or attributes
(2) quantifying HEPs that change with the state of a PIF or its attributes
(3) combining the effects of multiple PIFs on the HEP

To gain insights into these aspects, the NRC staff performed a metadata analysis of cognitive
and behavioral literature as well as human event databases in various safety-critical work
domains (e.g., aviation, transportation, manufacturing, and healthcare). A metadata analysis
combines the data from multiple studies to arrive at a conclusion or obtain insights into the
answer of an inquiry. The following sections briefly summarize the insights learned from the
metadata analysis.

3.5.1 Assessing Performance-Influencing Factor States

In quantifying the contribution of PIFs to HEPs, HRA methods may model individual PIFs in a
binary fashion. Some methods use several discrete levels to model the state of a PIF.
Examples of labels for different levels include the following:

. binary states:
o present versus not present
o low versus high
o good versus poor
o nominal versus poor
. multiple discrete states:
o low, medium, high
o good, nominal, poor

In contrast to HRA methods, most empirical studies in the literature or operational databases
assess specific PIF attributes rather than using the entire PIF as a single variable. The
attributes are continuous or discrete variables. For example, when assessing the PIF task
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complexity, simply denoting it as low, medium, or high does not link its impact on HEPs. Thus,
to quantify HEPs, assessment of PIF states should be based on the states of its attributes.
Each PIF should have a baseline state for reference; that is, all its attributes have no impact on
human errors.

3.5.2 Quantifying the Effects of Performance-Influencing Factors

Cognitive and behavioral research examines the effects of PIF attributes through experimental
measures of human error rates under controlled conditions. The research typically measures
human error rates in performing cognitive tasks while systematically varying certain PIF
attributes. There have also been metadata studies [47]-[50] that synthesized experimental
results for a particular PIF attribute. After performing an extensive literature review, the NRC
staff synthesized data and evidence on the effects of PIF attributes on human errors. The
identified studies measured human error rates, while varying the states of attributes of one or
more PIFs.

The quantitative relationship between human error rates and PIF attributes depends on the
definition of the impact of attribute states on human error rates. Experimental studies typically
measure human error rates at the no-impact or low-impact state versus higher impact states.
With such data, the NRC staff can calculate the effect of the PIF as a weighting factor, defined
as the following:

W = ERpr
= —
ERPIFBase

(3.1)

where ERpr is the human error rate at the given PIF state and ERpr ., is the human error

rate at the base state of the PIF. APPENDIX D presents several examples of weighting factors
derived from the literature.

3.5.3 Quantifying the Effects of Multiple Performance-Influencing Factors

HFEs modeled in PRA involve multiple PIFs. HRA methods typically treat the effects of a
combination of PIFs in two ways:

(1) holistic estimation—Experts estimate the probability of an HFE or a failure mode for a
given set of PIFs considering, but not explicitly modeling, the combination of factors.

(2) combination of individual effects—The HEP is the combination of the impacts of
individual PIFs. Existing HRA methods have generally used multiplicative combination,
(i.e., the combined HEP is calculated as a baseline probability multiplying the multipliers
associated with individual PIFs).

To understand the cognitive basis for the quantitative treatment of combinations of PIFs, the
NRC staff studied the experimental literature that examines the individual and combined effects
of two or more PIF attributes. APPENDIX D summarizes the NRC staff’'s study. The NRC staff
used the weighting factor defined in Equation (3.1) as a measure of the PIF effect. The staff did
not systematically mine the experimental data, nor did it perform a full metadata analysis of the
limited sample of the literature. Nevertheless, the initial observation from the data reviewed
suggests that the effect of combined PIFs can be roughly estimated by adding the effect of
individual PIF weights. Future research, including an extensive metadata analysis of the data in
the literature, should be performed to establish the cognitive basis for combining the effects of
multiple PIFs.
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3.6 Summary

This chapter consolidates knowledge about factors affecting human errors into a PIF structure.
The NRC staff intended to model the context of an important human action with a PIF structure
that has the desired traits—it should be comprehensive and pertinent, independent, specific,
explainable, assessable, and quantifiable. With respect to comprehensiveness and pertinence,
the PIF structure presented in this chapter covers all the PIFs in the reviewed HRA methods
and the factors reported in the broad literature and nuclear-specific human event databases,
with the intent to make it comprehensive enough for nuclear applications. The PIF categories
correspond to different types of context, which supports the independence of the individual
PIFs. Moreover, every PIF is characterized by a set of attributes, which make the PIFs specific.
Moreover, attributes were identified from empirical data from experimental studies and
operational experience, and they are linked to cognitive mechanisms and, therefore, to the
processors of macrocognitive functions. These make the PIFs explainable and quantifiable with
human error data. This structure advances the state of practice of using PIFs in HRA.

A specific HRA application may involve only a subset of PIFs from the structure, and various
applications may involve different subsets of PIFs. Nevertheless, the subsets of PIFs for
various HRA applications share this common structure. This increases consistency between
methods and allows comparisons of the HRA quantification results from different methods.
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4 AN INTEGRATED PROCESS FOR HUMAN RELIABILITY ANALYSIS
WITH IDHEAS-G

This chapter describes the IDHEAS-G HRA process as a method to perform HRA. The method
implements the cognition model in the general HRA process. The method has four stages:
scenario analysis, modeling of important human actions, estimation of HEPs, and integrative
analysis. Each stage analyzes a human event with different perspectives and levels of detail.

The NRC staff developed step-by-step guidelines for the four stages and detailed supplemental
guidance for practical use of the method. The appendices to this report present the
step-by-step guidelines for the first three stages and supplemental guidance. The description of
each stage in Chapter 4 points to the corresponding guidance appendices. Readers are highly
recommended to read and use the materials in Chapter 4 along with the corresponding
guidance in the Appendices. In particular, Appendix E provides guidance for performing
scenario analysis to establish an overall understanding of event context and event evolution. It
provides structured ways to acquire information on human aspects of an event evolution and
organize context information for modeling and quantifying important human actions. Appendix F
provides guidance on identifying and defining critical human actions with and without the
presence of PRA models. Appendix G provides guidance for identifying and characterizing
critical tasks in a human action. Together, these three appendices provide a specific, logical
framework and vocabulary for performing qualitative analysis for HRA. This qualitative analysis
guidance is applicable to any application-specific IDHEAS method derived from IDHEAS-G.

4.1 Overview of the IDHEAS-G Human Reliability Analysis Process

4.1.1 General Human Reliability Analysis Process

HRA requires both qualitative analysis and quantification of HEPs, as illustrated in Figure 4-1.
Qualitative analysis involves understanding the event and systematically collecting information
for quantification. The full span of performing an HRA generally includes the following activities:

. Collect information about the event being analyzed: The event being analyzed is
described with a baseline scenario and potential deviating scenarios. Information about
scenario context is also collected.

° Identify important human actions: Important human actions (IHAs) in a scenario are
identified. In the context of a PRA, an IHA is the same as an HFE. In the context of an
integrated safety analysis (ISA)', an IHA is the same as an item relied on for safety
(IROFS).?

An ISA is a systematic analysis developed for facilities subject to the requirements of Subpart H of Title 10
of the Code of Federal Regulations (10 CFR) Part 70, which identifies “facility and external hazards and their
potential for initiating accident sequences, the potential accident sequences, their likelihood and
consequences, and the [IROFS].”

2 IROFS are “structures, systems, equipment, components, and activities of personnel [emphasis added] that
are relied on to prevent potential accidents at a facility that could exceed the performance requirements in
10 CFR 70.61 or to mitigate their potential consequences.”
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Perform task analysis of important human actions: An important human action may
consist of one or multiple discrete tasks for analysis. Task analysis identifies and
characterizes the critical tasks in an important human action.

Perform time analysis and assess feasibility of the important human actions.
Evaluate potential failure modes of an IHA or its critical tasks and assess relevant PIFs.
Estimate failure probability of the IHA (i.e., the HEP).

Analyze dependency between IHAs and adjust the probabilities of the dependent IHAs
accordingly.

Identify and document sources of uncertainties throughout the HRA process.

Not every HRA method includes all these steps. Some methods begin with quantification
without explicitly requiring qualitative analysis. Many HRA methods do not have a separate step
for task analysis. In practice, some HRA analysts may perform task analysis along with
collecting qualitative information, while others implicitly identify tasks to be modeled as a part of
identifying the failure modes of an IHA.

| Collect data/information and interact with PRA |

Analyze scenarios and
develop operational - | Analyze and quantify HEP
narrative of a human failure event:
* Identify failure modes
* Assess PIFs

| Identify and define IHAs | _|::>_‘ « Estimate the HEP

| Identify and analyze tasks |

Analyze HFE dependency
| Time and feasibility analysis |' ~ and adjust HEPs

| Analyze and document uncertainties

Figure 4-1 General HRA Process

41.2

IDHEAS-G Human Reliability Analysis Process

The IDHEAS-G HRA process includes all the activities described in Section 4.1.1 and organizes
the activities into four distinct stages, as described below and shown in Figure 4-2.

Stage 1: Scenario analysis—The purpose of this stage is to understand human
performance in the event and collect information for quantification. It includes
developing operational narratives, analyzing the scenario/event context that affects
human performance, and identifying and defining important human actions in the event.

Stage 2: Modeling of important human actions—The purpose of this stage is to model
the challenges to human performance of an important human action. It includes
identifying and characterizing critical tasks in an important human action, identifying
potential CFMs of the critical tasks, and assessing the PIFs relevant to the critical tasks.
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. Stage 3: HEP quantification—The purpose of this stage is to estimate the HEP of an
important human action. It has two parts: (1) estimating the error probability attributed
to the uncertainties and variability in the time available and time required to perform the
action and (2) estimating the error probabilities attributed to the CFMs.

. Stage 4: Integrative analysis—The purpose of this stage is to assess the dependency
between the analyzed important human actions in the scenario/event and document the
uncertainties in the event analysis.

Stage 1 Stage 2 Stage 3 Stage 4
Scenario analysis Modeling of HEP Integrative
» Develop operational important o ot analysis

narrative human actions quantification

« Estimate HEPs * Document

* |dentify event context .
uncertainties

* Identify and analyze

* Identify and define e due to time
important human « Identify CFMs uncertainties and * Assess
actions . Assess PIFs CFMs dependencies

Figure 4-2 IDHEAS-G HRA Process

The flow information in the IDHEAS-G HRA process is illustrated in Figure 4-3 as a group of
steps and Table 4-1 provides a crosswalk between the IDHEAS-G stages discussed above and
the steps shown in Figure 4-3.

PIF attributes

. of every CFM
Scenario
for every CT
PRA context and Step 5: Calculate P, [
model list of
] applicable | gtep 4: Assess PIFs
Step 1: Determine PIFs .
X applicable to every
scenario context CFM ) P,
3 List of v
Step 1: HFE_ a.r?d its T applicable Step 7:
Develop scenario narrative definition CFM(s) for Calculate
Develop scenario timeline the CT(s) overall HEP
HFE and its | Step 2: List of -
) - andits ep cT(s) | Step 3: Characterize the Py
Step 1: Identify HFE definition | Analyze tasks CT(s) and select applicable
Step 1: Define HFE andidentify CEMs PP
CT(s) in HFE
HFE and its
finiti .
\ definition Step 6: Estimate parameters 7 avait 39 OTayan
Step 6: Analyze HFE timeline 0f Tapau distribution
(subsetof scenariotimeline, if there are Step 6: Calculate Pf
multiple HFEs in the scenario) Step 6: Estimate parameters
of Treqq distribution BT roqa 214 07,000 |

Step 8:
Uncertainty and dependency analysis
and documentation

CFM = cognitive failure mode P, = error probability due to CFMs

CT = critical task Py = error probability due to uncertainty in Tgyqi and Treqqa
HEP = human error probability Tavair = time available

HFE = human failure event Treqa = time required

PIF = performance-influencingfactor yr . andor,, , = meanand standard deviation of Tgyqi
PRA = probabilistic risk assessment HTyoqq AN 0T, = Mean and standard deviation of Tyeqq

Figure 4-3  lllustration of the IDHEAS-G HRA Process
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Table 4-1 IDHEAS-G HRA Process Stages and Steps

IDHEAS-G Stages IDHEAS-G Steps
Stage 1 — Scenario analysis Step 1: Develop scenario narrative
Step 1: Develop scenario context
Step 1: Identify HFE
Step 1: Define HFE
Stage 2 — Modeling of Step 2: Analyze tasks and identify CT(s) in HFE
important human actions Step 3: Characterize the CT(s) and select applicable CFMs
Step 4: Assess PIFs applicable to every CFM
Stage 3 — HEP quantification | Step 5: Calculate P,
Step 6: Analyze HFE timeline
Step 6: Estimate parameters of T,,,; and T,.q4 distributions
Step 6: Calculate P;
Step 7: Calculate overall HEP
Stage 4 — Integrative analysis | Step 8: Uncertainty and dependency analysis and
documentation

The IDHEAS-G Cognitive Model for Human Performance and Reliability is implemented in every
stage. For Stage 1, Scenario Analysis, the cognitive model asks questions to collect context
information pertinent to the macrocognitive functions and PIFs and organizes information for
input to subsequent stages. Stage 2, Modeling of Important Human Actions, is based on the
cognitive model, representing the failure of a human action with the CFMs derived from the
cognitive basis structure and representing the event context in the PIF structure. Stage 3, HEP
Quantification, is based on the CFMs. The estimation of HEPs relies on human error data
generalized using the cognition model. For Stage 4, Integrative Analysis, the NRC staff
developed insights on how to use the cognition model to assess the dependency between the
important human actions in an event, as documented in APPENDIX K.

The output of each stage serves as the inputs to subsequent stages. Moreover, the outputs of
the various stages represent the understanding of the event from different perspectives and at
different levels of detail. The outputs of all of the stages together provide an integrated,
systematic understanding of the event on what may happen to human performance and how
personnel may succeed or fail the action.

Note that Stage 2, Modeling of Important Human Actions, is distinct from HEP quantification in
Stage 3. The purpose of modeling an important human action is to construct a failure model for
the action. A failure model is independent of the ways of estimating the HEPs. Stage 2
describes what can go wrong with the important human action, how it may fail, and what factors
affect the failure. Based on this failure model, the HEP may be estimated in different ways,
depending on the availability of human error data relevant to the failure model.

4.2 Stage 1: Scenario Analysis

4.2.1 Overview of Scenario Analysis

The objective of this stage is to understand human performance in the event and collect
information that may influence important human actions. A PRA event has its safety-related
goal or mission. Scenario analysis helps HRA analysts to understand important actions that
personnel must perform to achieve the goal and the challenges personnel may face in the event
scenario. The analysis allows HRA analysts to gain perspectives on the broad spectrum of
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scenario-specific conditions that may require personnel attention. Such perspectives are
essential for an analyst to perform an integrated assessment of the factors that may influence
personnel performance in the context of the evolving scenario. This stage includes the
following: development of operational narrative, identification of event context, and identification
of important human actions.

Development of operational narrative. The operational narrative provides a detailed account of
the event scenario, including a storytelling-style representation and timeline. The objective of
an operational narrative is to develop an in-depth understanding of the event evolution. The
operational narrative specifies the initial conditions, initiating event, and boundary conditions of
the event, as well as the scenario progression and consequence. A baseline scenario
describes the expected event evolution. Then, the baseline scenario is used as a reference to
identify the alternative scenarios that could affect the goal of the event. Several representative
scenarios (including the baseline scenario) may be identified and together represent different
potential evolutions of the event.

Identification of event context. The event context provides a broad view of the conditions that
affect human performance, including those imposed by the environment, systems, personnel,
and the actions to be performed. The context influences event progression, human actions to
be performed, and human failure modes.

Identification of important human actions. Important human actions are those that personnel
must perform to achieve the event goal. A PRA model typically indicates the important human
actions required to achieve the success of the event in the event diagram. Identification of
important human actions involves working from a PRA model to define those human actions
from HRA perspectives, identify additional important human actions that are not included in the
PRA model but may affect the goal of the event, and identify important human actions when a
PRA model does not yet exist.

The three parts of the analysis support one another to provide a holistic representation of the
event. They should be performed iteratively to obtain an integrated understanding of the event.
Figure 4-4 illustrates the iterative process of scenario analysis.

Development of

operational
/ narrative \

Identification of
important human
actions

Identification of
event context

Figure 4-4  Iterative Process for Scenario Analysis

4.2.2 Development of Operational Narrative

The initial conditions of an event define the beginning status of an event. An event scenario
begins with an initiating event that disturbs the systems and initial conditions. The baseline
scenario of an event is either the typical operational progression following the initiating event or
a specific PRA sequence with explicit component failures and human failure events identified.
The baseline scenario is used as the reference for PRA/HRA analysts to gain an understanding



of the event progression and to identify additional scenarios deviating from the baseline
scenario that affect risk assessment.

The operational narrative is a means for HRA analysts to develop an in-depth understanding of
the scenario progression. The operational narrative includes two parts: scenario narrative and
scenario timeline. The scenario narrative is a storytelling-style documentation of the scenario
progression. The scenario timeline documents important human actions and system responses
in chronological order. Figure 4-5 illustrates the content of an operational narrative.

Scenario narrative
* Overview of the event
» Beginning status
— * Initiating event
* Initial conditions
» Boundary conditions
* Progression and end state

— Baseline scenario

Timeline
» Date/time
Operational ||+ System response, human
narrative ofa - response, data for
human event situation awareness, and

notes

Deviations from the baseline
scenario

— Additional scenarios —

Figure 4-5 Composition of an Event Operational Narrative

A PRA model has the baseline scenario including the narrative and event progression diagram.
The objective of an HRA operational narrative is to identify and document information specific to
human performance along with the PRA model.

4.2.2.1 Baseline Scenarios

The baseline scenario should describe the expected event evolution and information about
human performance at the appropriate level of detail along a timeline of the scenario
progression. It should also include operating experience related to the scenario.

For NPP events, baseline scenarios can be derived in the following situations:

° For basic PRA analysis or the condition analysis of the Significance Determination
Process (SDP) and Accident Sequence Precursor (ASP) program: These address
hypothetical events. The baseline scenario is the expected event progression path
based on the given initial conditions, initiating event, and boundary conditions. The
baseline scenario describes the expected system responses and personnel actions to
the event.

. For the event analysis in the SDP and ASP program: These address actual events. The
baseline scenario describes what actually occurred in an event, including the actual
system and personnel responses.



Initiating Event

An initiating event originates from an internal or external hazard. It causes abnormalities, which
may require system automatic interventions, human interventions, or both, to protect safety.
The ASME/ANS PRA Standard [44] defines an initiating event for nuclear reactor safety as
follows:

an event either internal or external to that which perturbs the steady state operation of
the plant by challenging plant control and safety systems whose failure could potentially
lead to core damage or release of airborne fission products. These events include
human-caused perturbations and failure of equipment from either internal plant causes
(such as hardware faults, floods, or fires) or external plant causes (such as earthquakes
or high winds).

Initial Conditions

The initial conditions describe the beginning status of systems and personnel that have
implications for the scenario progression. The PRA model generally defines the initial
conditions of an event. The HRA activities of describing initial conditions should consider the
conditions that can affect human performance.

Boundary Conditions

The boundary conditions describe the expected systems, site, and personnel status immediately
after the initiating event. The boundary conditions specify the consequences of the initiating
event. The boundary conditions also specify the scope and the assumptions applied to the
HRA. They limit the analysis scope to focus on the primary issues and to make simplified
assumptions about the status of systems (e.g., damage associated with the initiating event) and
personnel.

Scenario Progression and End State

The scenario progression documents the scenario development following the given initiating
event, initial conditions, and boundary conditions. The purpose is to describe the scenario
progression with the emphasis on important human actions involved. The description should
include the safety issues and the expected responses of systems and personnel. At a high
level, those responses can be summarized using an analogy to the following macrocognitive
functions:

o cues for detection
. diagnostic information for understanding and decisionmaking
o action execution that manipulates systems to achieve the event goal

The cues are the information that raises attention for detection and triggers personnel’s
cognitive processes to address the safety issue. The diagnostic information is the information
required to make a diagnosis and gain situational awareness for understanding.
Decisionmaking refers to making a response decision based on the situational awareness and
diagnosis. Action execution refers to implementing the response decision. Table 4-2 provides
guiding questions to collect the narrative information.



Table 4-2 Guideline Questions to Collect Information for the Operational Narrative

Hypothetical Events

Safety issue:

What is the safety issue?
How does it occur?
What is the safety significance?

What are the cues?
How are the cues generated?
What are the means to detect the cues?

Diagnosis and making decision:

What is the information for diagnosis?

How are the diagnosis and decisionmaking performed?

What are the basis of and constraints on diagnosis and decisionmaking?
What may mislead personnel to make a wrong diagnosis or decision?

Actions:

What are the automatic system responses to the safety issue?
What are the manual actions needed to mitigate the safety issue? How are
the actions performed? What are the constraints on performing the actions?

Overarching considerations:

Specify who does what for each macrocognitive function.

Discuss the considerations that could have significant effects on operator
responses.

Teamwork and communication should be discussed when applicable.

Timeline

The scenario timeline describes the event progression in chronological order. Important timing
of system status changes and cues for important human actions should be included. Along the
timeline are different types of information for understanding human-system interactions. Each
information type is described below.

System automatic responses: A system automatic response is a system status change
based on the setpoints or logic of the automatic component actuations or that a system
failed to perform its designed function. An example is “safety injection (Sl) injected
coolant into the reactor coolant system (RCS) at 1,600 pounds per square inch gauge

(psig).”

Human responses: These are important human actions that include detecting the cue,
making a diagnosis, entering and exiting procedures, making decisions important to the
scenario, and performing actions. The actions could be either physical interference with
a system to change the scenario course or actions that should be performed but are not
performed, which allows safety degradation in the scenario. Each human response
should identify the task and the crew or individual who performs the task.



. Critical data for situational awareness: This refers to the information generated from a
system or other source for personnel to diagnose the situation or make decisions.
Examples are the alarms that notify the operator of a system abnormality.

. Notes: Included in the notes is information about background, explanation, context, or
supplemental information to the system responses, human response, and key data. For
example, a required human response is “depressurize the reactor pressure vessel to a
certain pressure range at a rate less than 100 °F/hr”; included in the notes is “the task
takes about 2 hours by periodically manually opening and closing a safety relief valve.”

4.2.2.2 Additional Scenarios

To perform a risk assessment, the PRA identifies possible event scenarios leading to undesired
consequences. Failure of the system or required important human actions may generate new
scenarios deviating from the baseline scenario. Additional scenarios are identified by asking
“‘what if” questions on the failures and consequences of the systems responses and important
human actions. The focus on identifying additional scenarios is to develop a high-level risk
perspective of the system responses and important human actions that, if failed, would change
the scenario progression. In addition, one important purpose of identifying additional scenarios
is to determine whether characteristics of system responses or human performance in those
scenarios merit distinct and explicit evaluation in the PRA models. In some cases, the PRA
team may decide that the differences should be represented by distinct scenarios in the PRA
event trees and fault trees. In those cases, human performance should be evaluated in the
context of those scenarios according to the same methods and guidelines that are applied for
analyses of the baseline scenario. For example, distinct human failure events (HFEs) are
defined, evaluated, and quantified, accounting for the scenario context. In other cases, the PRA
team may decide that it is not necessary to explicitly account for differences from the baseline
scenario by defining distinct new scenarios in the PRA event trees and fault trees. In those
cases, the identified possible deviations from baseline scenario conditions introduce a source of
uncertainty in the evaluations of the performance-influencing factors (PIFs) and human error
probabilities (HEPs) for the defined baseline scenario HFEs. For example, an analyst might
need to consider additional PIFs or a broader range of PIF attributes to account for the range of
possible deviations within the baseline scenario.

4.2.3 Identification of Event Context

Identification of event context refers to the search for the conditions that challenge or facilitate
human performance in the event. Event context serves as the high-level guidance for defining
and analyzing important human actions. It provides a basis for estimating the HEPs of the
important human actions in the event. In HEP estimation, the context is represented by the
states of the PIFs. Event context is documented in the following categories:

° environment and situation context
° system context

° personnel context

° task context

Identification of event context is an exploration of the conditions that are likely to lead to
cognitive challenges, as well as the conditions that may positively affect human performance.
Context affects personnel performance by directly impacting systems and personnel or
mitigating the adverse effects of other conditions. Event context should describe all of the
conditions that may affect human performance in the entire event. Practically, the process of
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searching for event context should focus on the conditions that can affect the macrocognitive
functions and lead to undesirable consequences of the event.

Environment and Situation Context

Environmental conditions can impact system responses and human performance. Typical
causes of environmental conditions include fire, smoke, flood, earthquake, tornado, temperature
extremes, and radiation. NUREG/CR-5680 [45], [46] describes the following environmental
conditions that should be considered in risk analysis:

temperature and humidity

noise

radiation or chemical contamination
light and glare

smoke and fog

high wind

standing or running water

debris

vibration

seismic aftershocks

Environmental conditions may change during the evolution of an event, and they may vary in
the different locations where important human actions are performed. Thus, documenting
environmental context should annotate the scope to which the context applies.

System Context

IDHEAS-G uses the term “systems” to broadly refer to structures, systems, and components, as
well as sensors, equipment, 1&C, and HSIs. Systems typically include the following:

° Physical structures (and their locations) for personnel and systems to do the work.
. Frontline systems that perform accident mitigation functions.
° Supporting systems that help primary systems or personnel to achieve their functions.

NUREG-2122, “Glossary of Risk-Related Terms in Support of Risk-Informed
Decisionmaking,” issued November 2013 [51], interprets supporting systems as follows:

In a PRA, support system failures are evaluated to determine the effect of
these failures on the operability of other plant systems and components.
Often one support system, such as component cooling water, provides
functionality to multiple systems or components, and therefore, needs to
be considered in PRA modeling to assess what happens if that capability
is lost to multiple systems. Examples of support systems include
electrical power, cooling water, instrument air, and heating, ventilation,
and air conditioning. Support systems (e.g., cooling water) can require
other support systems for operation (e.g., electric power may be needed
to operate the cooling water pumps). Front-line systems typically require
one or more support systems. In some instances, a failed support system
can lead to an undesired plant condition that requires successful
mitigation by plant equipment and personnel to prevent core damage
from occurring.



. Event-related systems that do not support the mission and expected outcomes of the
event but are related to the event by sharing common resources, personnel, or physical
structures.

° I&C, sensors, equipment, HSIs, and any subjects needed by the systems or personnel.

To identify system context, it is important to understand the operational concepts of the systems
(i.e., how the systems are intended to work and how they are intended to interact with
personnel). Examples of different types of human-system interactions include the following:

. Personnel operate systems—Systems perform their functions as directed by personnel,
for example, a radiologist operates a remote after-loading brachytherapy system to
perform radiotherapy for patients.

. Personnel supervise process control systems—Such systems, under normal operating
conditions, require only occasional fine tuning of system parameters to maintain
satisfactory performance, and personnel have overall responsibility for control of the
system. Examples are NPP control systems and medical patient-monitoring systems.

. Personnel support autonomous systems—Systems automatically perform all of the
mission-critical tasks, and the major tasks for personnel are to program changes in
inputs or control routines and to serve as a backup in case of a failure or malfunction in a
system component. Examples of autonomous systems are small modular reactors and
unmanned vehicles.

. Passive system—The system operates on gravity and does not need personnel for
operation (it would still need personnel for installation and maintenance, and personnel
may decide to intervene in its operation).

The system context includes the conditions that could negatively or positively affect human
performance. ldentification of system context should focus on conditions that create conflicting
priorities, confusion, and distractions to human performance. Those conditions often involve
nonsafety systems and equipment that are not the focus of an event analysis (so they may not
be modeled in the PRA). For example, NPP operators may be concerned about possible
damage to major plant equipment that is not directly relevant to the PRA event scenario, failures
or interruptions of nonsafety power supplies that are not explicitly modeled in the PRA,
disruptions of low-voltage I1&C power supplies that are not modeled, investigation of false fire
alarms, and other conditions. System context should include these elements of the event
scenario.

Below are some general considerations for identifying system context:

. Systems may become unavailable or behave abnormally because of accidents,
incidents, hazards, maintenance, repairs, aging, or concurrent activities to protect
workers or major equipment. For example, computer systems may become temporarily
unavailable because of network congestion; some sensors of NPP reactor systems may
become unreliable as the result of an electrical fault; operational system components or
equipment may be disabled because of problems in related systems (such as other
reactor units in multiunit NPPs).

o Electrical faults may reset systems or components to an undesirable status.



. The designed operational range of the system, structure, or component could be
exceeded and functions needed to support the component or instrument operation may
be inadequate.

. Structures may have degraded environmental conditions or be inaccessible because of
hazards or construction activities.

. Automated systems could be intentionally turned off because of personnel’s
well-intentioned but incorrect belief.

Personnel Context

Personnel include all of the people who perform the required actions in an event. Personnel
may work in various structures:

. Individuals—Every person has his or her own roles, responsibilities, and assigned tasks.
. Team or crew—A group of individuals work collaboratively for common goals.
. Organization—This is a framework outlining authority and communication processes for

individuals and teams. The framework usually includes policies, rules, and
responsibilities for each individual in the organization.

Explicit consideration of personnel structures and team processes is important in analyzing
human performance. This allows HRA analysts to systematically identify the performance
challenges and opportunities for errors that arise when the event involves a complex
organization distributed across multiple locations with complex communication and command
and control structures. Communication, cooperation, and coordination across multiple
individuals distributed in time and space are essential in emergency responses. The personnel
structure, lines of communication, and chain of command play a critical role in successful
performance.

Personnel context includes the conditions that challenge or facilitate personnel to perform the
tasks. Personnel context specifies the conditions affecting individuals, teams, or organizations.
The context affects personnel’s task performance in detecting information, understanding the
situation, making decisions, executing planned actions, and interteam coordination. Below are
some considerations for the personnel context:

° Availability of personnel—Consider the amount and types of personnel available to
respond to the event relative to the personnel needed. Personnel may become
unavailable for reasons such as multiple simultaneous events, environmental effects, or
duties unrelated to the event.

. Operational limitations of personnel—Personnel may not perform work as expected for
reasons such as physical limitations, not being prepared or trained for the type of events,
or conformance to special safety or regulatory requirements.

. Organizations may not have adequate infrastructure to support teamwork for reasons
such as safety culture, authorization restrictions, conflict of interest or goals, or lines of
communication.

. Availability of personnel support—Personnel may lack necessary support such as
training, tools, procedures or protocols, and expertise for reasons such as hazards,
“surprise” of the event, beyond-design-basis accidents, lack of experience using the
supporting items, and need to share the limited supporting items.
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. Personnel not in their normal locations—For example, in an NPP fire event, the shift
manager and the shift technical advisor were in another building away from the main
control room for shift turnover.

. Operating team not in normal configuration: For example, one individual is temporarily
performing dual responsibilities for a missing team member.

. Personnel substitution: Temporary substitution of an individual familiar with the tasks by
another individual who does not normally perform the tasks is likely to affect human
performance.

Considerations for personnel context may also address safety culture. Safety culture is the
attitude, beliefs, perceptions, and values that employees share about safety. Different
organizations define various safety culture metrics. The NRC defines nuclear safety culture as
the core values and behaviors resulting from a collective commitment by leaders and individuals
to emphasize safety over competing goals to ensure protection of people and the environment.
The NRC defines safety culture traits such as leadership safety value and actions, problem
identification and resolution, and effective safety communication. Event analyses and research
indicate that the extent to which an organization prioritizes safety over competing goals

(e.g., cost, production, schedule) primarily has indirect effects on human performance by
affecting the state or condition of other PIFs. For example, in response to perceived financial
pressure on the organization, leaders may decide to defer maintenance of equipment, reduce
staffing, delay or cut training, choose not to purchase enough tools and field equipment, or
otherwise limit the amount and condition of resources available to support human performance.

Task Context

Task context includes special conditions for tasks that need to be performed and how these
tasks are expected to be performed. The characterization of human-system interaction and
conduct of operations specify how tasks are performed. Some aspects such as burden and
pace of the tasks may be better understood from the perspective of operational experience.
The conditions affect the task requirements, task difficulty, and demands for resources. In
identifying task context, these conditions should be evaluated against the five macrocognitive
functions to determine if the situation challenges these functions.

Below are some general considerations for task context:

. Use of computerized HSIs and supporting systems increase work for personnel.

. Multiple simultaneous events may lead to multitasking, interruptions, and distraction.

. Failure or unavailability of operational system components may make event progression
unpredictable.

° Unusual event evolution may reduce the time available for required important human
actions.

° Complex events often require personnel to perform tasks in distributed locations.

. Personnel may need to perform additional tasks upon failures of automated systems.

o Personnel may make nonrequired changes to system status or interfere with system
automation with good intentions, yet the changes may lead to undesirable
consequences.



The four categories of context are not intended to represent an exclusive classification system.
Rather, they are intended to guide the search for important context that can significantly affect
human performance. HRA analysts may develop questions to probe the possible conditions
that can lead to impacts on the macrocognitive functions.

4.2.4 Identification and Definition of Important Human Actions

This part of Stage 1 is to identify important human actions as the analysis units of an HRA and
define the actions at a high level. Important human actions are those required in the event
progression to achieve the mission or goal of the event. PRA models represent some important
human actions as HFEs, including pre-initiator, initiator, and post-initiator actions. The definition
of important human actions includes success criteria of the action, consequence of the HFE,
relevant procedural guidance, cues and indications, and available time (whether or not the
action is time critical). The definition establishes the scope for further analysis of the important
human action.

Identification of Important Human Actions

Identification of important human actions involves searching for important human actions in
baseline and deviation scenarios. The search process is outlined as follows:

° Important human actions from the baseline scenario: This is the identification of the
important human actions from the baseline scenario that affect mission-critical systems.
In a PRA model, these are the HFEs that are the top events in event trees or the basic
events in fault trees.

. New important human actions may be identified in deviation scenarios.

. The search process identifies important human actions interacting with mission-critical
systems as well as noncritical systems; manipulations of noncritical systems may impact
mission-critical system functions and personnel performing key actions with
mission-critical systems.

. The search process also identifies errors of commission that impact mission-critical
system functions.

Definition of Important Human Actions

An identified important human action is defined at the level describing the human failure of the

action and linking it to the affected systems. The definition should describe the success criteria
of the important human action and the consequences of the failure. The definition may include
the following:

o success criteria that define the desired end states or outcomes of the systems with the
success of the important human action

o consequence of failing the action

° beginning and ending points of the action

° procedures available for the action

. the cues and other indications for initiating the action

. accident sequence-specific timing of cues and the time available for the action



4.2.5 Summary of Stage 1 Analysis

The outcomes of Stage 1, Scenario Analysis, consist of event context, operational narrative,
and important human actions.

° Event context provides a holistic view of conditions that influence system and human
performance.
. Operational narrative, including the baseline scenario and deviation scenarios, provides

the evolutionary perspective of the event progression.
o Important human actions are the analysis units of an HRA.

These establish a holistic understanding of the event and constitute the foundation for
performing an HRA. Scenario analysis provides a framework to systematically document the
basic information about an event and enhances HRA analysts’ understanding of the scenario.
The information and understanding serve as the basis for the rest of the HRA process. The
outcomes of scenario analysis also serve as a means to communicate with PRA/HRA analysis
team members with different technical disciplines to ensure a cohesive understanding of the
assumptions that are applied to the analysis.

4.3 Stage 2: Modeling of Important Human Actions

4.3.1 Overview of Modeling Important Human Actions

Stage 2 is to model an important human action for reliability analysis based on the information
identified in Stage 1. This stage includes three parts: identification and characterization of
critical tasks in an important human action, identification of CFMs of the critical tasks, and
representation of the important human action context with PIFs. The outcomes of these three
parts generalize the information obtained in Stage 1, Scenario Analysis, and establish the basis
for Stage 3, HEP Quantification.

Task analysis. A task is a set of related human activities to achieve a common goal. In
IDHEAS-G, the term “task” refers to a clearly defined piece of an important human action,
assigned to expected personnel and required to achieve the success criteria of the action. In
short, an important human action can be divided into a set of discrete tasks. Different people or
teams, at various locations, and in different time intervals may perform an important human
action. Breaking an important human action into discrete tasks can facilitate the assessment of
PIFs and HEP estimation. The objective of task analysis is to identify and characterize critical
tasks in an important human action. HEP quantification of an important human action is
performed on its critical tasks (i.e., the HEP of an important human action is the combined HEPs
of all its critical tasks).

Identification of CFMs. HRA methods use human error failure modes as a taxonomy to
describe the ways that important human actions may fail and to quantify the HEP of an action.
IDHEAS-G uses macrocognitive functions and their processors to model the cognitive process
of performing human tasks. Therefore, the failures of the macrocognitive functions or their
processors are used as CFMs to represent various types of task failures. The failure of a task
can be represented with one or several CFMs. Identification of CFMs applicable to a task
means identifying all the CFMs that can potentially occur for that task.

Assessment of PIFs. The scenario analysis in Stage 1 identifies the event context that
challenges or facilitates human performance. The context is descriptive. HRA methods use a
set of PIFs to generalize and represent the context. The IDHEAS-G PIF structure (details in
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Chapter 3) consists of a comprehensive set of PIFs and their attributes. The objective of this
part of the analysis is to assess the states of the PIFs relevant to the critical tasks. PIF states
describe the impact of a PIF on HEPs. PIF states can be discrete or continuous variables.

The Stage 2 analysis begins with organizing the outcomes of Stage 1 as the input to Stage 2,
including the following:

. important human actions as the units of analysis

° scenario boundary conditions and event context for assessing the states of PIFs

. operational narrative for performing task analysis and identifying CFMs applicable to the
critical tasks of important human actions

o ;:lef:(nition of the important human action for developing task diagrams and characterizing
asks

With the information organized, Stage 2 starts with task analysis to identify and characterize
critical tasks of the important human action being analyzed. Identification of applicable CFMs is
then performed for every critical task. Assessment of PIF states should be first performed for
the entire important human action. Yet, because PIF states may vary for different critical tasks
of the important human action, the PIF states assessed for the whole action need to be verified
and may change for every critical task. On the other hand, the assessment of PIF states may
modify task analysis and CFM identification. If two critical tasks have identical PIF states, they
can be merged into the same task. However, if the PIF states are different for different portions
of a critical task, then the task should be further broken down. Figure 4-6 illustrates the iterative

process of these activities.
/ Task Analysis \

Identification of Assessment of
CFMs PIFs

Figure 4-6 Iterative Process for Modeling of Important Human Actions

4.3.2 Task Analysis

The objective of task analysis is to identify critical tasks in an important human action and
characterize the tasks. The critical tasks are the ones that are essential to the success criteria
of the important human action, and failure of any of the critical tasks will cause the failure of the
important human action. Thus, each critical task represents an opportunity for failure of the
important human action. Not all of the tasks in an important human action are essential to its
success. For example, some required tasks are confirmatory, and incorrectly performing them
would not necessarily lead to failure of the important human action. Personnel may also
perform secondary tasks that do not necessarily relate to the success criteria of the important
human action. However, those noncritical tasks may compete for resources with critical tasks,



and they may also interfere with the performance of critical tasks. Thus, they should be
identified as a part of the characterization of the critical tasks.

Figure 4-7 illustrates how the critical tasks in an important human action relate to the various
stages of IDHEAS-G analysis. A human event has one or multiple important human actions,
and an important human action is divided into one or multiple critical tasks, which are the basic
units of HEP quantification. A critical task consists of cognitive activities, which are achieved
through macrocognitive functions; the failure of a critical task is represented with applicable
CFMs.

Human Event

IHA 1 IHA 2 IHA 3
Critical Critical || Critical || Critical Critical
Task Task 1 Task 2 Task 3 Task
Macrocognitive functions
required for the task

Figure 4-7 IDHEAS-G Task Structure

4.3.2.1 Identification and Graphic Representations of Critical Tasks

In performing an HRA, it is important to capture all of the critical tasks along with their relations,
cues for the tasks, and timing information. Graphic representations of the tasks and their
relations help identify critical tasks and organize the outcomes of task analysis. Graphic
representation of the task is developed for the purpose of communication, illustration, and
documentation of the task analysis. A thorough task analysis should use the combination of
three graphic representations to identify and represent the tasks: a task diagram, a teamwork
diagram, and a timeline.

. A task diagram represents the success paths of critical tasks required to achieve the
important human action; the paths indicate that failure of a critical task can lead to the
failure of the important human action. A task diagram also illustrates the orders and
relations of the critical tasks to be performed.

. For an important human action that involves collaborative teamwork among multiple
entities, a teamwork diagram represents the task sequences of the teams and the
required interteam interactions such as communication, coordination, command and
control, distribution of decisionmaking, and authorization chains.
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. The timeline of an important human action represents the occurrence of cues, critical
tasks, and important transitions of system states in a chronological order. It also
includes necessary noncritical tasks along the timeline to assess their interference with
critical tasks.

One issue in developing task diagrams is the level of breaking down an action into tasks. The
outcome of task diagrams for the same action may represent various levels of task breakdown
or diverse ways of grouping simple activities into a single task. Breaking an action into too
many detailed tasks tends to hide the action context and results in the tedious work of
quantifying HEPs for all the tasks. Because the critical tasks identified for an important human
action are just one way to model the action, there are no universally applicable rules on the level
at which an action should break down into tasks. After all, the purpose of representing an
important human action with critical tasks is to facilitate PIF assessment and HEP estimation.
The NRC staff offers the following guidelines for developing task diagrams:

o Start from the highest level of breaking down an action (i.e., use as few tasks as
possible to represent the action.

. Further break down the important human action or a high-level task only when the PIF
states vary for different portions of the action or task.

. Stop breaking down the tasks at the level where there are performance indications or
empirical data available to inform HEPs. For example, expert judgment has been a
prevalent way to estimate HEPs; if expert judgment is used, the important human action
should be broken down to critical tasks at the level with which experts are familiar.
Thus, they are able to make proper judgment.

4.3.2.2 Characterization of Critical Tasks

The objective of task characterization is to define the context of the critical tasks that can impact
task performance. The characterization of a task determines the states of many PIFs relevant
to the task. The characterization also includes identifying cognitive activities involved in the
task. The cognitive activities determine the macrocognitive functions and processors required
for the task. These are the basis for identifying CFMs applicable to the critical task.
Characterization of a critical task should include, but is not limited to, the characteristics listed in
Table 4-3.



Table 4-3 Task Characterization in Task Analysis

Task characteristics Description

Task goal The expected outcome of the task with respect to the success criteria
of the action.

Specific requirements | Specifications on the task goal such as timing requirements, criteria of
task outcomes, and how the task goal should be achieved

(e.g., monitoring parameters at a certain time interval, using secondary
cues when the primary cues are not available, cooling down the RCS
within a certain rate).

Cues and supporting | The cues to initiate the task and key information needed to perform the
information task. A cue could be an alarm, an indication, a procedure instruction,
or others (e.g., an onsite report). The supporting information is in
addition to the cue required to perform the task.

Procedures Available procedures, guidance, or instructions designed for the task.

Personnel Types of workers needed for the task, minimum staffing required,
special skillset required.

Task support Job aids, tools, and equipment needed.

Location Places where the task is performed, special environmental factors
about the locations.

Cognitive activities Cognitive activities that are involved in the task and that place
demands on their corresponding macrocognitive functions.

Concurrent tasks Concurrent tasks (critical or noncritical) that compete for personnel’s
cognition and resources.

Teamwork Interteam collaborative activities required for the task and

considerations requirements for communication facilities (e.g., equipment, tools,
devices).

The information in the task characterization can be mapped to various PIF attributes, and thus,
along with the action context, it determines the PIF states. For example, assessment of
concurrent tasks determines the applicable attributes for the PIF Multitasking, Interruptions, and
Distractions (see Table 3-16); specific requirements of a task can be mapped to some attributes
of task complexity, such as the attribute “complexity and uncertainties in task criteria.”

4.3.2.3 Assessment of Cognitive Activities Involved in a Task

Cognitive activities in a task are assessed to determine the macrocognitive functions and
processors needed to achieve the task goal. Performing a critical task involves the successful
performance of one or more specific cognitive and behavioral activities, such as collecting
information for decisionmaking and authorizing the decision. In operational documents and
domain expert interviews, tasks are generally described in terms of human behaviors with
respect to systems. Such descriptions usually provide information about what cognitive
activities are involved in a task. The IDHEAS-G cognition model (described in Chapter 2)
provides a taxonomy of cognitive activities for each macrocognitive function. This taxonomy
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can be used to assess cognitive activities involved in a task and subsequently identify the
macrocognitive functions and processors needed. Table 4-4 summarizes the taxonomy.

Table 4-4 Taxonomy of Cognitive Activities

Macrocognitive Types of cognitive activities
function
Detection . Detect cues (through carefully monitoring, searching,
inspecting, or comparing, etc.).
° Acquire information (checking, reading, communicating or

chatting, computing, etc.).

Maintain situational awareness.

Assess status based on indirect information.

Diagnose problems and resolve conflicts in information
Make predictions or form expectations for the upcoming
situation development.

Understanding

Decisionmaking Make a GO/NO-GO decision for a prespecified action.

° Select among multiple options or strategies.

Make changes or additions to a preexisting plan or
strategy (e.g., changes of personnel, criteria, subgoals).

Develop a new strategy or plan.

Action Execution Execute complex actions.
Execute simple actions.
Execute fine-motor actions.

Execute strenuous dexterous actions.

Communicate.
Coordinate (including command and control).
Cooperate.

Teamwork (within-team
and between-team
interaction)

In summary, the outcomes of task analysis consist of a list of critical tasks, the relations of the
tasks, and task characterization including the cognitive activities involved in the tasks. In this
way, task analysis provides the input for identifying CFMs and PIF states. With this information,
HRA analysts can screen which of the CFMs are applicable for a critical task and assess the
states of relevant PIFs.

4.3.3 Representation of Task Failure with Cognitive Failure Modes
4.3.3.1 Criteria for Cognitive Failure Modes in Human Reliability Analysis

CFMs are the classifications of the various ways that a task may fail. A complete set of CFMs
should adequately represent failure of any human task within the application scope of an HRA
method. Ideally, CFMs in an HRA method should have the following characteristics:

o Completeness: CFMs should adequately represent the ways in which tasks might fail.

. Non-overlapping: The scope of individual CFMs should not overlap (i.e., the human
failure represented by one CFM is not represented by other CFMs).
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° Specificity and sensitivity: The CFMs should be specific enough to differentiate failures
caused by different contexts. That is, a CFM should specifically link to a limited set of
PIF attributes and be sensitive to changes in the attributes.

° Observability: To estimate the HEP of the CFMs using available data or evidence,
CFMs should be behaviorally observable and related to data or evidence from existing
human performance operating experience.

In addition, since IDHEAS-G is a general methodology, the CFMs in IDHEAS-G should be
independent of the HRA application.

4.3.3.2 The Basic Set of Cognitive Failure Modes in IDHEAS-G

The NRC staff used the cognitive basis structure of the cognition model (described in Chapter 2)
to develop a basic set of CFMs. In the cognitive basis structure, any human task can be
achieved through the macrocognitive functions, and each function is achieved through a set of
processors. Thus, the failure of a task can be represented by the failure of macrocognitive
functions required for the task or the failure of applicable processors. This classification
scheme, failure of macrocognitive functions, results in five high-level CFMs, as shown in Table
4-5.

Table 4-5 Failure of Macrocognitive Functions as the High-Level CFMs
Macrocognitive function Cognitive Failure Mode
Detection Failure of detecting cues/information
Understanding Failure of understanding/assessing situation
Decisionmaking Failure of making decisions/planning actions
Action execution Failure of executing planned actions
Interteam coordination Failure of interteam coordination

This set of high-level CFMs constitutes a complete representation of cognition failure of a task.
They are, theoretically, non-overlapping because each macrocognitive function is defined with
its own scope. However, these CFMs are not specific enough. For example, two tasks that
demand the same macrocognitive function may involve different sets of processors, which are
affected by different sets of PIFs and may result in different HEPs. However, if the two tasks
are modeled with the failure of the same macrocognitive function, then their HEPs would be the
same. Thus, the failure of the processors is used as a classification scheme to develop a set of
middle-level CFMs. These CFMs are more specific than the high-level CFMs. Table 4-6 shows
the middle-level CFMs for failure of detection.
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Table 4-6 Middle-Level CFMs

Processors for Detection Middle-Level CFMs for Detection
D1. Initiate detection—Establish mental D1—Fail to establish the correct mental
model and criteria for information to be model or to initiate detection
detected
D2. Select, identify, and attend to sources of | D2—Fail to select, identify, or attend to
information sources of information
D3. Perceive, recognize, and classify D3—Incorrectly perceive or classify
information information
D4. Verify and modify the perceived D4—Fail to verify perceived information
information
D5. Retain, document/record, or D5—Fail to retain, record, or communicate
communicate the acquired information the acquired information

Theoretically, the middle-level CFMs are more specific than the high-level CFMs. However,
they do not necessarily warrant adequate observability for HEP estimation. The processors
represent the internal cognitive process of achieving the macrocognitive functions. Most of
those internal processes are not behaviorally observable, and they are not directly related to
data or evidence of existing human performance measures. Thus, it is difficult to assess the
effects of PIFs on these CFMs in order to estimate the HEPs.

To make the middle-level CFMs assessable, the NRC staff recommends developing
application-specific, behaviorally observable CFMs by adapting the middle-level CFMs for
specific HRA applications. There is no universal rule for developing detailed CFMs because
they should be adapted for specific applications. The four criteria for CFMs (see Section
4.3.3.1) should be preserved in developing detailed CFMs.

The NRC staff has developed a reference set of detailed CFMs from the middle-level CFMs. A
specific HRA application may either develop its own set of CFMs from the middle-level CFMs or
adapt this reference set of detailed CFMs. Shown in Table 4-7 through Table 4-10, these
detailed CFMs represent the behaviorally observable failures of the processors, along with the
middle- and high-level CFMs for detection, understanding, decisionmaking, and action
execution. The staff did not develop specific, detailed CFMs for failure of interteam coordination
because middle-level CFMs for failure of interteam coordination are already behaviorally
observable. Also, compared to other macrocognitive functions, the interteam coordination
function is less studied and, thus, there is limited empirical data to inform any detailed failure
modes. Therefore, the middle-level and detailed CFMs for failure of interteam coordination,
presented in Table 4-11, are the same. The CFMs for failure of interteam coordination should
be updated as more empirical data or evidence on specific modes of interteam coordination
failure becomes available.
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Table 4-7 Detection CFMs

High-Level CFM: Failure of Detection

Middle-Level Detailed CFMs for Detection

CFMs
Fail to initiate D1-1 Detection is not initiated (e.g., skip steps of procedures for
detection detection, forget to check information, fail to realize the need to

check information, no mental model for detection)

D1-2 Wrong mental model for detection (e.g., incorrect planning on when,
how, or what to detect)

D1-3 Failure to prioritize information to be detected

Fail to select, D2-1 Fail to access the source of information
identify, or
attend to

sources of
information

D2-2 Attend to wrong source of information

Fail to perceive,| D3-1 Unable to perceive information

recognize, or | 54 5 Key alarm not perceived

classify
information D3-3 Key alarm incorrectly perceived
D3-4 Fail to recognize that primary cue (other than alarms) is not available
or misleading
D3-5 Cues (other than alarms) not perceived
D3-6 Cues (other than alarms) misperceived (e.g., information incorrectly
perceived; failure to perceive weak signals; reading errors; incorrectly
interpret, organize, or classify information)
D3-7 Fail to monitor status (e.g., information or parameters not monitored at
proper frequency or for adequate period of time, failure to monitor all
of the key parameters, and incorrectly perceiving the trend of a
parameter)
Fail to D4-1 Fail to self-verify the perceived information against the detection
verify the criteria
erceived
ipnforrr:\;tion D4-2 Fail to peer-check the perceived information
Fail to D5-1 The detected information not retained or incorrectly retained
communicate (e.g., wrong items marked, wrong recording, and wrong data entry)
the acquired . . . . .
information D5-2 The detected information not communicated or miscommunicated
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Table 4-8 Understanding CFMs
High-Level CFM: Failure of Understanding
Middle-Level Detailed CFMs for Understanding
CFMs

Fail to assess
or select data

U1-1 Incomplete data selected (e.g., critical data dismissed, critical data
omitted)

U1-2 Incorrect or inappropriate data selected (e.g., failure to recognize the
applicable data range or recognize that information is outdated)

Incorrect
mental model

U2-1 No mental model exists for understanding the situation
U2-2 Incorrect mental model selected

U2-3 Failure to adapt the mental model (e.g., failure to recognize and adapt
mismatched procedures)

Incorrect
integration of
data and
mental model

U3-1 Incorrectly assess situation (e.g., situational awareness not
maintained, and incorrect prediction of the system evolution or
upcoming events)

U3-2 Incorrectly diagnose problems (e.g., conflicts in data not resolved,
underdiagnosis, failure to use guidance outside main procedure steps
for diagnosis)

Fail to iterate
the
understanding

U4-1 Premature termination of data collection (e.g., not seeking additional
data to reconcile gaps, discrepancies, or conflicts, or failing to revise
the outcomes based on new data, mental models, or viewpoints

U4-2 Failure to generate coherent team understanding (e.g., assessment or
diagnosis not verified or confirmed by the team, and lack of
confirmation and verification of the results)

Fail to
communicate
the outcome

U5-1 Outcomes of understanding miscommunicated or inadequately
communicated
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Table 4-9 Decisionmaking CFMs
High-Level CFM: Failure of Decisionmaking
Middle-Level Detailed CFMs for Decisionmaking
CFMs
Inappropriate DM1-1 Incorrect decision model or decisionmaking process (e.g., incorrect

decision model

about who, how, or when to make decision, the decision model or
process does not support the decision goal

DM1-2 Incorrect decision criteria

Incorrect goals

DM2-1 Incorrect goal selected

or priorities
P DM2-2 Unabile to prioritize multiple conflicting goals
Data are DM3-1 Critical information not selected or only partially selected (e.g., bias,
under- undersampling of information)
represented
P DM3-2 Selected information not appropriate or not applicable to the
situation
DM3-3 Misinterpretation or misuse of selected information
Incorrect DM4-1 Misinterpret procedure
judgment or . . :
Jplagning DM4-2 Choose inappropriate strategy or options
DM4-3 Incorrect or inadequate planning or developing solutions (e.g., plan
wrong or infeasible responses, plan the right response actions at
wrong times, fail to plan configuration changes when needed, plan
wrong or infeasible configuration changes)
DM4-4 Decide to interfere or override automatic or passive safety-critical
systems that would lead to undesirable consequences
Failure to DM5-1 Unable to simulate or evaluate the decision’s effects (e.g., fail to
simulate or assess negative impacts or unable to evaluate the pros and cons)
evaluate the . - :
decision/ DM5-2 Incorrectly simulate or evaluate the decision (e.g., fail to evaluate
strategy/plan the side effects or components, or fail to consider all key factors)
DM5-3 Incorrect dynamic decisionmaking
Failure to DM6-1 Decision incorrectly communicated

communicate
or authorize
the decision

DM®6-2 Decision not authorized

DMe6-3 Decision delayed in authorization
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Table 4-10  Action Execution CFMs
High-Level CFM: Failure of Action Execution
Middle-Level Detailed CFMs for Action Execution
CFMs

Fail to assess
action plan and
criteria

E1-1 Action is not initiated

E1-2 Incorrect interpretation of the action plan (e.g., wrong
equipment/tool preparation or coordination)

E1-3 Wrong action criteria
E1-4 Delayed implementation of planned action

E1-5 Incorrect addition of actions or action steps to manipulate safety
systems outside action plans (e.g., error of commission)

Fail to develop
or modify action
scripts

E2-1 Fail to modify, adapt, or develop action scripts for a high-level action
plan

E2-2 Incorrectly modify or develop action scripts for the action plan

Fail to
coordinate
action
implementation

E3-1 Fail to coordinate the action implementation (e.g., fail to coordinate
team members, errors in personnel allocation)

E3-2 Fail to coordinate activities that must be performed in a sequential
or integrated manner.

E3-3 Fail to check the entry conditions to initiate the action execution

Fail to perform
the planned
action

E4-1 Fail to follow procedures (e.g., skip steps in procedures)
E4-2 Fail to execute simple action

E4-3 Fail to execute complex action (e.g., execute a complex action with
incorrect timing or sequence, execute actions that do not meet the
entry conditions)

E4-3A Fail to execute control actions

E4-3B Fail to execute long-lasting actions

E4-4 Fail to execute physically demanding actions
E4-5 Fail to execute fine-motor actions

E4-6 Fail to check the status required for executing critical steps of a task

Fail to verify or
adjust action

E5-1 Fail to adjust action by monitoring, measuring, and assessing
outcomes

E5-2 Fail to complete entire action scripts or procedures (e.g., omit steps
after the action criteria are met)

E5-3 Fail to record, report or communicate action status or outcomes

4-26




Table 4-11 Interteam Coordination CFMs

High-Level CFM: Failure of Interteam coordination

T1 Fail to establish or adapt the interteam coordination infrastructure
T2 Fail to manage information

Middle-Level T3 Fail to maintain shared situational awareness

CEMs T4 Inappropriately manage resources

T5 Fail to plan or make interteam decisions or generate commands
T6 Fail to implement decisions or commands

T7 Fail to control the implementation

4.3.3.3 Identification of Cognitive Failure Modes Applicable to a Critical Task

For each critical task of an important human action, the applicable CFMs are identified. A
prerequisite for identification of CFMs applicable to a critical task is the characterization of the
critical tasks in terms of the specific activities identified as essential for the task goal, since this
information will be used to identify the relevant CFMs. The outcomes of task analysis, along
with other outputs of scenario analysis, provide the structured context for the critical tasks of an
important human action.

The rationale for identifying potentially relevant CFMs is based on task characterization. The
identification is first performed at the high-level CFMs (i.e., the failure of macrocognitive
functions). Only those functions involved in the cognitive activities of a critical task need be
addressed. For example, if the critical task being evaluated does not involve action execution,
then none of the action execution CFMs would apply. Then for each macrocognitive function,
every middle-level or detailed CFM is examined with questions probing the relevance of the
CFM to cognitive activities. If the answer to the probing question of a CFM is yes for the task
being evaluated, the CFM applies to the task. Table 4-12 provides examples of probing
questions.

Table 4-12 Example Probing Questions to Assess CFM Applicability

Middle-Level or Detailed CFM Example Probing Question

D3-2 Key alarm not perceived | Does the critical task require responding to an alarm as the

or incorrectly perceived primary cue for success?

U1 Fail to assess or select Does the success of the task require data collection to

data assess system status?

DM4-1 Misinterpret Does success require making a decision based on

procedures procedures (e.g., transfer to another procedure, or initiate
action)?

DM4-2 Choose inappropriate Does the procedure allow a choice of strategies?

strategy

E1-1 Fail to initiate action Does the task require the manipulation of plant systems?

4.3.3.4 Summary of Representing Task Failure with Cognitive Failure Modes

Based on the IDHEAS-G cognition model, the NRC staff developed a basic set of CFMs to
represent human failure. The set of the CFMs is structured in three hierarchical levels. The first
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level is failure of macrocognitive functions, the second (middle) level is failure of the processors
for every macrocognitive function, and followed by the third level in which each middle-level
CFM is divided into several detailed, behaviorally observable failure modes. This hierarchical
structure allows flexibility in applying the CFMs to specific HRA uses. This flexibility allows
adaptation for different levels of detail in the empirical data available for HEP estimation. A
specific HRA application may choose the level of CFMs based on the purpose of the application
and the empirical data available, or it may choose to use a mixture of different levels for different
macrocoghnitive functions. For example, an HRA application modeling a large amount of
detailed manual actions may use the detailed CFMs for failure of action execution and the high-
level CFMs for failure of other macrocognitive functions. A specific HRA application may
include only a subset of these CFMs. In short, failure of any task can be represented with one
or several applicable CFMs.

4.3.4 Representation of Important Human Action Context with Performance-Influencing
Factors

4.3.4.1 Performance-Influencing Factor Structure

The PIF structure (described in Chapter 3) in the IDHEAS-G cognition model provides a
comprehensive set of PIFs to represent the context of important human actions. The influence
of a PIF on task performance is described with its attributes, representing the ways that the PIF
challenges cognitive mechanisms underlying macrocognitive functions and processors. Table
4-13 recaptures all the PIFs described in Chapter 3.

Table 4-13 IDHEAS-G PIFs

Environment-

and System-related | Personnel-related

situation-related PIFs PIFs Task-related PIFs
PIFs

o Accessibility/ o System and o Staffing o Information

habitability of

1&C

o Procedures,

availability and

workplace, transparency guidance, and reliability
including travel to personnel instructions o Scenario
paths o HSI o Training familiarity
o Workplace o Equipment and | o Team and o Multitasking,
visibility tools organization interruptions, and
o Noise in factors distractions

workplace and
communication

o Work processes

o Task complexity
o Mental fatigue

pathways o Time pressure
o Cold/heat/ and stress
humidity o Physical
o Resistance to demands
physical
movement
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4.3.4.2 Mapping Event Context and Task Characterization to Performance-Influencing Factor
States

A base state is defined for every PIF in IDHEAS-G. The base state means that the PIF has no
observable impact on HEPs. The other PIF states are poor states that increase HEPs. Every
attribute of a PIF represents different levels of poor PIF states because some attributes increase
HEPs more than others. The purpose of the assessment of PIF states is to determine
applicable attributes based on the context identified in scenario analysis and task
characterization. When the context challenges task performance, it maps to applicable PIF
attributes. When the context facilitates task performance, it moves the corresponding PIFs to
their base state.

4.3.4.3 Modeling Performance-Influencing Factor States

To assess the contribution of PIFs to HEPs, the PIFs need to be quantified. Existing HRA
methods typically use binary or several discrete levels to model PIF states. Examples of labels
for different levels include the following:

. binary states:
o present versus not present
o low versus high
o good versus poor
o nominal versus poor
o multiple discrete states:
o low, medium, high
o good, nominal, poor

Contrary to most HRA methods, empirical human error data in the literature and operational
databases assess specific PIF attributes rather than using the entire PIF as a single variable.
For example, when assessing the PIF task complexity, simply denoting it as low, medium, or
high does not link to its impact on HEPs. Some attributes themselves are continuous or
discrete variables. For example, task interruption is an attribute for the PIF multitasking,
interruption, and distraction, while cognitive studies show that human error rates continuously
increase with interruption time. Thus, to quantify HEPs, defining PIF states should be based on
available empirical data and knowledge. Consequently, different PIFs may be defined
differently (binary states or multiple discrete states).

Modeling PIFs with binary states or multiple discrete states requires grouping the attributes into
arbitrarily defined states based on their effects on HEPs. In modeling PIFs, the analyst needs to
clearly define the meaning of each state. Because the effects of PIF attributes on HEPs
generally vary continuously, the “poor” state can represent any place between no impact and
maximal impact. As a result, the HEP for the poor states can vary greatly. Thus, modeling of
PIF states should be consistent with the following guidance: When modeling PIFs with binary
states or a scale (i.e., consisting of multiple discrete states), their definitions must be specified,
used consistently in HEP estimation, and documented as a contingency for explaining and using
the estimated HEPs.

A good practice of implementing the above guidance is to provide scales to represent the full
span of a PIF’s possible states. Providing examples for each discrete state would help the
scale system to be applied consistently. Like the detailed CFMs, the scales and discrete states
of the PIFs should be specified based on human cognition research literature. The PIF scales
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would not solve the problem of translating the scenario context into an HEP. However, they
would improve consistency in assessing the PIFs’ impact on the HEPs, which should also
support more consistent derivation of the HEPs, regardless of how that quantification process is
accomplished.

4.3.5 Summary of Stage 2 Analysis

In summary, Stage 2 analysis establishes a model for analyzing the reliability of an important
human action. The model consists of critical tasks and their characterization, applicable CFMs
of the tasks, and PIF states associated with the tasks. The critical tasks identified indicate what
may go wrong with human performance of the action, the applicable CFMs of the critical tasks
represent how the important human action can go wrong, and the PIF states explain what can
lead to the failure of the important human action. Ultimately, the model serves as the basis of
HEP quantification.

4.4 Stage 3: Estimation of the Human Error Probability of an Important Human
Action

441 Overview of Human Error Probability Estimation in IDHEAS-G

Estimation of the HEP of an important human action is based on the modeling of the important
human action in Stage 2. Figure 4-8 illustrates the IDHEAS-G process for estimating HEPs.
IDHEAS-G models the HEP of an important human action in two parts: the error probability
attributed to uncertainties in time available and time required for the action (P;) and the error
probability attributed to the CFMs of all the critical tasks of the important human action (P,). The
estimation of the HEP of an important human action is the probabilistic sum of P, and P.:

P=1-(1-P)1-P) (4.1)

where P is the HEP of the important human action being analyzed, and P; and P. have already
been defined. Note that P, can also be viewed as the probability that the time required to
perform an action exceeds the time available for that action, as determined by the success
criteria.

The cognitive failure part of the overall HEP (P,.) is the probabilistic sum of the error probabilities
of every critical task. It is estimated as follows:

P=1- 1_[(]_ — PCTi) =1- (1 — PCTl)(l — PCTZ) (1 — PCTm) (42)

=1

where m is the total number of critical tasks and Pcr, is the error probability of the i critical task.
The error probability of every critical task (P¢r,) is the probabilistic sum of the error probabilities
of all its applicable CFMs and it is estimated as follows:

n

PCTi =1- 1_[ (1 - PCFM]') =1- (1 - PCFMl)(l - PCFMZ) (1 - PCFMn) (4.3)
j=1

where n is the total number of CFMs applicable to the critical task, and PCFM]- is the error

probability of the j" CFM applicable to the critical task. The error probability of a CFM
applicable to the critical task is a function of the PIF states associated with the critical task.
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Pcpm; = f(PIF1, PIF2, PIF3, ..) (4.4)

Finally, Figure 4-8 shows that different PIFs (there are 20 PIFs in IDHEAS-G; see Section 3.2.1)
can be associated with the error probabilities of the CFMs applicable to the critical task.

Time available |

Pt
Time required |
CFMs PIF states
HEP of Perm, = f(PIF2,PIFS,[.) \
— CFM 1 '
an HA | CFM 1 |
Critical P = f(PIF1,PIF7,..)
task 1 CFM 2 crM; — ’
Critical _- Pcem, = f(PIF3,PIF17,...)
PC task 2 CiM3
|| Critical Pcem, = f(PIF7,PIF10,...)
task 3 CFM 6

Figure 4-8  Overview of Process for HEP Estimation in IDHEAS-G

4.4.2 Estimation of Time Required for the Important Human Action
For time-critical actions, P, can be calculated using the convolution method described below.

In the convolution method, T, denotes the time available for an important human action, which
is the time from the onset of the cues indicating that the action is needed to the time beyond
which the action is no longer useful in mitigating the event consequence, and T, denotes the
time required for personnel to accomplish the action. The time required consists of the time to
recognize the needed action, diagnose the problems, make the decision or plan to perform the
action, and execute the action.

To calculate P, T is represented by its cumulative distribution function Fr. (t), and T, is
represented by its probability density function f7 (t). HRA analysts need to estimate the

distribution (central tendency and range) of time required and time available. P; is the
convolution of the two distributions, that is—

[oe]

P =P(T, 2T,) = f (1= Fr,®) - fro(® dt (4.5)
0

Chapter 5 presents details on performing time uncertainty analysis to estimate P;.

4-31



4.4.3 Estimation of the Error Probability of a Cognitive Failure Mode
4.4.3.1 Approaches for Estimating Human Error Probability

HEP can be interpreted as the number of errors in performing an important human action
divided by the number of times that the action is performed. The error probability of a CFM,
Pcruy, is interpreted as the number of times the failure mode occurs divided by the number of
times that actions or tasks having the CFM are performed. P.g, in IDHEAS-G can be estimated
in one, or a combination, of the following three ways:

Data-based computation. When adequate human error data are available in the form of
number of errors and number of times the task involving the CFM is performed for the given set
of PIF states, P.py for the set of PIF states can be computed from the data. The IDHEAS-G
framework can generalize and integrate various sources of human error data. Chapter 6
describes using human error data to inform HEP estimation.

Expert judgment. When available numerical data are sparse, expert judgment is used to
estimate the distribution of HEPs. This approach relies on the knowledge of the experts who
arrive at “best estimates” of the distribution of the probability of a parameter or a basic event.
This approach is typically used when detailed analyses or evidence concerning the event are
very limited. Ideally, this approach provides a mathematical probability distribution that
represents the experts’ “best available” knowledge about the probability of the parameter or
basic event. The estimated HEPs are also referred to as subjective probabilities because they
may be informed by, but are not derived from, objective data. The IDHEAS At-Power
Application [22] used expert judgment to estimate the HEPs of the failure modes, using the
NRC'’s guidance document for eliciting expert judgment [52], [53]. APPENDIX J summarizes
the guidance. Note that obtaining formal expert judgment of HEPs is very resource demanding.

HEP quantification model. In reality, the available human error data are far from adequate to
derive HEPs for any combination of PIF states. Thus, many HRA methods rely on a
quantification model to calculate HEPs from a set of ad hoc parameters about base HEPs and
PIF effects. Employing a quantification model is a tradeoff between the “good enough”
estimation and resource availability. Based on the extensive study of cognitive literature and
operational databases on human errors, the NRC staff developed the IDHEAS-G quantification
model. Obtaining the parameters in the quantification model requires data-based computation
and expert judgment. Once all the parameters in the model are estimated, the quantification
model can be used to calculate HEPs for IDHEAS-G CFMs (i.e., Pcry) at any given combination
of PIF states. This is described in the next section.

4.4.3.2 IDHEAS-G Human Error Probability Quantification Model

The quantification model is based on two assumptions that are derived from cognitive
experimental literature.

Assumption 1: Base PIFs and Base HEPs

The assumption that the PIFs information availability and reliability, task complexity, and
scenario familiarity are the base PIFs is based on the signal detection theory [54] and an
extensive literature study that found that the base PIFs can significantly influence the HEPs.
These two bases are further explained below.
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Base PIFs — Signal Detection Theory

Nearly all information processing activities underlying the macrocognitve functions take place in
the presence of some uncertainty. Thus, brain information processing is to make a correct
response among alternatives, that is, detecting the true signal out of the noise. For example,
detecting a visual stimulus is to decide whether the stimulus is present or not present. Signal
detection theory [54] provides a notation for analyzing human responses in the presence of
uncertainty. The theory states that three main components determine human responses as the
outcome of brain information processing: (1) the nature of the information, (2) the sensitivity of
the brain acquiring and processing the information, and (3) the criterion for making the
response.

The probability of the brain making correct responses is a function of information processing
reliability. If the information or the intensity of the signal is weak, the information processing is
less reliable in discriminating between alternative responses. The PIF information availability
and reliability describes different aspects of information strength.

The sensitivity of the brain acquiring and processing the information is another component that
determines human responses. The brain has cognitive capacity limits in acquiring and
processing information. When a task demands information processing that approaches to or
exceeds one or more capacity limits, the brain becomes less sensitive to the information and the
human responses become less reliable. The PIF task complexity describes various aspects of
task demands on cognitive resources.

Finally, the brain uses a criterion or a set of criteria to discriminate between the correct
response and alternatives. The person’s mental model of a situation or scenario is developed
through learning or training. When a scenario does not match a person’s mental model, the
individual will be quite uncertain as to what should be the adequate response and will make the
response based on judgment. The PIF scenario familiarity describes how well the criteria to
make a response are established and how they match the scenario.

The three base PIFs model these three components of information processing. There are many
factors modifying these components. For example, using procedures helps a person to have
the criteria to make the correct response, while a poorly designed procedure can cause
confusion in the criteria, and mental fatigue can make a person less sensitive in acquiring and
processing information.

Base PIFs — Influence on HEPs

Some PIFs may affect HEPs significantly more than other factors do. Through an extensive
literature study, the NRC staff found that three PIFs, information availability and reliability, task
complexity, and scenario familiarity, can result in a HEP that varies from a minimal value to 1
[55]. The NRC staff refers to these three PIFs as the “base PIFs.” The HEPs at various states
of these base PIFs are referred to as “base HEPs,” which can vary from 0 to 1. Moreover, the
cognitive literature suggests that the effect of the base PIFs on HEPs generally follows a
logarithmic function, as shown with the blue curve in Figure 4-9. The horizontal axis represents
the measure of a base PIF state, varying from “no impact” on the left of the axis to “high impact”
on the right of the axis. For example, if the base PIF is “information availability and reliability,”
the leftmost part of the axis represents 100-percent complete and accurate information, the
middle part of the axis may be for 50-percent information available, and the rightmost part of the
axis represents no information or wrong information. The vertical axis represents the HEP
resulting from the PIF state.

4-33



In a normal work environment, such as a licensed crew of NPP operators performing EOPs in
main control rooms without complications, the three base PIFs would fall in the leftmost part of
the blue curve in Figure 4-9 and result in very low HEPs. In extreme operating conditions such
as those in beyond-design-basis accidents, information may not be complete or reliable,
personnel are unfamiliar with the scenarios, and the tasks can be very complex. Any of these
base PIFs or the combination of them would result in very high base HEP values that may
approach to 1.

The rest of IDHEAS-G PIFs are referred to as “modification PIFs.” The data in the literature
show that they typically modify base HEP values with a weight factor. Figure 4-9 illustrates the
impacts of such PIFs: the modification PIFs modify the base HEPs by moving the blue curve up
by a factor, as illustrated with the orange and green curves. Modification PIFs vary the base
HEPs according to the sum of the weights of the applicable PIF attributes. The weight sum can
vary from 1 (no impact) to one or two orders of magnitude.

PIF2_ ~PIFl

HEP

E-3

E-4 | o | |
States of Base PIFs

Figure 4-9 lllustration of Modeling the Effects of PIFs on HEPs

Assumption 2: Linear Combination of PIF Effects

At present, data are not adequate to allow calculation of the HEPs of all CFMs for any given
combination of PIF states, nor has cognitive research clearly explained the mathematical
relationship between PIFs and HEPs. The NRC staff performed a limited metadata analysis on
experimental studies in which human error rates (i.e., the percentage of human errors) were
measured with several PIFs varying independently and jointly. From the metadata analysis, the
staff found that the human error data fit well to the simplest linear combination of individual PIF
effects, that is, (w; + w, + w3 + --+), where w; is the ratio of error rates when a PIF varies from
its base state to a poor state (see Equation (4.6)); in other words, w; is the PIF impact weight.
APPENDIX D documents the analysis for this assumption.
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With the above assumptions, the IDHEAS-G quantification model is described as follows:

(1) Modeling PIF states. Every PIF has a base state and multiple poor states. The base
state of a PIF has no observable or negligible impact on HEPs. PIF poor states can be
defined by their attributes. For instance, every PIF attribute can be one PIF state.
Alternatively, PIF states can be simplified into several discrete states by grouping the
attributes according to their impacts on HEPs. For example, the PIF attributes can be
grouped into three PIF states (low, moderate, and high impact).

(2) Modeling the impact of PIF states on HEPs. The impact of a PIF state is modeled as
follows:

ERPIF

Wy =——"
ERPIFBase

(4.6)

where ERpr is the human error rate at the given PIF state and ERpr ., is the human
error rate at the base state of the PIF. The NRC staff generalized human error data in a
database referred to as IDHEAS-DATA for many IDHEAS-G PIF attributes [55], [56].
The generalized data can be used as an initial estimation of PIF impacts.

(3) Estimating base HEPs for every CFM. The quantification model requires base HEPs
for the poor states of the three base PIFs (information availability and reliability, scenario
familiarity, and task complexity). The human error data generalized in IDHEAS-DATA
are used to estimate the base HEPs for most attributes of these PIFs.

(4) Calculating the HEP of a CFM for a given set of PIF states. The following equation is
used to calculate the HEP of a CFM for any given set of PIF states, provided that all the
PIF impact weights and base HEPs are obtained:

n
1
Perm = PCFMBase'<1+Z(Wi - 1))'C-R—e

=1

(4.7)
 Permpage (1+ Wy =D+ (W = 1) + -+ (w, = 1))+ C
h Re

where Pcpy 5., i the base HEP of a CFM for the given states of the three base PIFs; w;
is the PIF impact weight for the given state of modification PIFs, which is calculated using
Equation (4.6); C is a factor that accounts for the interaction between PIFs, and it is set
to 1 for linear combination of PIF impacts unless there are data suggesting otherwise;
and Re is a factor that accounts for the potential recovery from failure of a task, and it is
set to 1 unless there are empirical data suggesting otherwise.

Note that the current version of this report does not provide the numeric values of the base
HEPs and PIF weights. Although the NRC staff generalized much human error data to obtain
the parameters in Equation (4.7), the staff performed only limited integration of the data to
derive the parameters. Therefore, some parameters are not yet based on data and,
consequently, need expert judgment. More importantly, given the current state of knowledge,
those parameters should not be fixed values. Rather, they should be updated periodically as
more human error data become available.
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4.4.3.3 Crediting Recovery in the IDHEAS-G HEP Model

In PRA, recovery actions focus on the restoration of a lost function that resulted from an
equipment failure and, on an as-needed basis, they provide a more realistic evaluation of
significant accident sequences. From the perspective of IDHEAS-G, there are two approaches
to model recovery actions (or error recovery). The first approach is to define a separate
important human action (or HFE) to model the recovery of a preceding important human action.
The modeling of the separate HFE should be consistent with the high-level requirement HR-H of
the ASME/ANS PRA standard [44]. The second approach models a recovery action as a
parallel task to a critical task within the important human action. In PRA terms, the second
approach models the “recovery of an HFE” for which Equation (4.7) allows HRA analysts to
apply a numerical recovery factor Re to the overall probability of each CFM. This is a simplistic
treatment in the formula. In reality, the recovery factor is a function of the states (and
corresponding weights) of applicable PIFs. For example, during a particular scenario, specific
PIFs may have different influences on the feasibility or reliability of potential recovery from a
cognitive error. Therefore, applying a single numerical recovery factor to the composite effects
from all PIFs is over-simplistic and not appropriate.

If HRA analysts choose to credit recovery by assigning a numeric recovery factor to the HEP of
a CFM, they should focus on the fundamental process for evaluating human performance and
estimate Re based on the full context of the human action. Specifically, crediting recovery
should first assess its feasibility for which the following criteria should be used:

(1) A recovery path exists. It should be demonstrated that the event progression allows
personnel to go back to the failure point to correctly perform the failed critical task.
Some critical tasks may be irreversible and thus cannot be credited for recovery.

(2) There are cues or indications available to personnel for them to recognize the failure and
need for recovery.

(3) There are sufficient staff resources responsible for monitoring plant status and detecting
the cues of the failure.

(4) The time of the cue or the time taken to reach a procedural step that indicates the need
for recovery is early enough to allow adequate time for recovery.

Recovery is feasible if all the criteria are met. If a critical task is recoverable, IDHEAS-G allows
analysts to assign a recovery factor specific to each CFM of the critical task because the
potential for recovery is dependent on the failure mode. For example, the error correction
opportunities of manipulation tasks will primarily arise from a monitoring activity that is capable
of detecting that the plant is not responding as would be expected if the intended action had
been completed correctly. These opportunities focus on the crew’s assessment of the plant
feedback.

Then, the recovery factor, Re, in HEP calculation varies from 1 to any positive number, with 1
being no potential for recovery. IDHEAS-G does not provide reference values of the recovery
factor mainly because recovery potential is situation specific. The potential for recovery can be
quite different for well-practiced procedural tasks performed in a control room than for rarely
performed tasks outside the control room. Below are some recovery mechanisms that can
influence recovery potential:

) Procedural design — subsequent procedure steps require operators to check or verify the
correct performance of important earlier steps.
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. Training, work process, and conduct of operations (e.g., plant status check performed for
shift turnover).

. Unexpected instrument responses to an action.
. New alarms that provide cues to indicate potential errors.
o Multiple, diverse cues for recognition of the need for recovery.

Finally, analysts should consider the dependency between the error made and recovery. If the
recovery relies on the same context as that for the early failure of the critical task, then the
recovery potential is reduced because of the dependence. In reality, there are no truly
independent opportunities to correct the errors. To actually credit recovery and especially the
recovery in multiple CFMs and critical tasks, analysts should carefully review the timeline of the
specific recovery paths and identify opportunities for recovery that are sufficiently independent.

4.4.4 Documentation and Communication of the Assumptions Made for Estimating
Human Error Probabilities or Parameters in a Quantification Model

Stage 3 recommends three approaches to HEP estimation, computation of HEPs from data,
expert judgment, and calculation of HEPs from the quantification model. Each approach has its
limitations, uncertainties, and assumptions. These should be documented and communicated
along with the estimated HEPs of the important human actions of an event. Communicating the
assumptions made for the HEPs ensures that HRA analysts properly use the estimated HEPs in
HRA applications. It also helps to resolve analyst-to-analyst and method-to-method HEP
variation.

4.5 Stage 4: Performing Integrative Analysis

Stage 4 is the integrative analysis of the entire event that may include multiple scenarios and
important human actions. The analysis includes treating dependency between important human
actions and documenting uncertainties in the event analysis. For uncertainty analysis, the staff
adapted and synchronized the guidelines from existing HRA methods and regulatory guidance
documents. APPENDIX L presents this synchronized guidance. This section only describes
analyzing dependency using the IDHEAS-G dependency model.

The state-of-practice approaches to modeling dependency have limitations when attempting to
identify and quantify dependent HFEs that result from failures of higher-level cognitive and
collaborative processes. APPENDIX K of this report presents a summary of modeling
dependency between HFEs in PRA models. The community of HRA practitioners has stressed
the need for a new methodology of modeling dependency that is better informed by cognitive
and behavioral science. To address this need, the NRC staff developed a new dependency
model based on the IDHEAS-G framework. The detailed description of the IDHEAS-G
dependency model can be found in APPENDIX K. This section describes the process of
performing dependency analysis using the IDHEAS-G dependency model.

The IDHEAS-G dependency model evaluates dependency at the cognitive process level and its
effect on the dependent HFE. The effect of dependency is modeled in a manner consistent with
how individual HFEs are modeled in IDHEAS-G. The IDHEAS-G dependency model consists of
three parts (or steps): identification of dependency context, modeling of dependency context,
and calculation of the dependent HEP.
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Step 1 — Identification of dependency context

Step 1 involves identifying how the occurrence of an HFE changes the context of subsequent
HFEs. The NRC staff defined three types of dependency to facilitate the identification of
dependency context and these are: consequential dependency, resource-sharing dependency,
and cognitive dependency.

An analyst would identify a consequential dependency when the outcome of a preceding HFE
directly affects the performance of a subsequent HFE. Resource-sharing dependency occurs
when tasks in an HFE share the same resources with a subsequent HFE. The shared
resources may be equipment (e.g., using the same water sources for multiple pumps), or
personnel (e.g., there is limited personnel to perform multiple tasks). Cognitive dependency
refers to the dependency in the cognitive flow of multiple HFEs. The cognitive flow is composed
of the five macrocognitive functions and to successfully accomplish a task, all macrocognitive
functions need to be performed successfully. A CFM in a preceding HFE may affect a
macrocognitive function of a subsequent HFE.

The main take away from the identification of the dependency context using the three types of
dependency is to determine which elements of the subsequent HFEs are affected by the
dependency. The affected elements of subsequent HFEs may include HFE feasibility, HFE
definition, critical tasks to be performed, applicable CFMs, time available, and applicable PIFs.

Step 2 — Modeling of dependency context

Step 2 involves determining how the elements of the subsequent HFEs are affected by the
identified dependency context. To model dependency context of a subsequent HFE (HFE2)
caused by occurrence of a preceding HFE (HFE1), analysts may systematically examine the
changes in HFE2 context. For example,

o Are there changes to the HFE definition (e.g., beginning or ending states, personnel,
location, etc.)?

o Does the occurrence of HFE1 make HFE2 infeasible?

° Does the occurrence of HFE1 change the time availability for HFE2?

. Are the critical tasks of HFE2 different?

. Are there new CFMs to the critical tasks?

o Are there changes in PIF attributes applicable to the CFMs?

If the answers to all the questions above are no, then HFE2 is deemed to be independent of
HFE1. If the answer to any of the questions is yes, then HFEZ2 is dependent of HFE1. The
changes are then documented for HEP adjustment.

Step 3 — Calculation of the Dependent HEP

Finally, in Step 3, the probability of the subsequent/dependent HFE is calculated based on the
changes to the dependency context (Step 2) and by applying the same method of estimating the
probability of individual HFEs as discussed in Section 4.4.

4.6 Summary of the IDHEAS-G Human Reliability Analysis Process

Figure 4-10 illustrates the flow of the IDHEAS-G HRA process and the elements of analysis in
the four stages. While the analysis progresses with increasing level of detail from Stage 1 to
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Stage 3, the process maintains the relations between the elements of different stages. Stage 4
goes back to analyze and document the dependencies between high-level important human
actions and the uncertainties in the entire analysis. Table 4-14 summarizes the activities to be
performed and the outcomes of each stage.

Figure 4-10 Overview of the IDHEAS-G Process
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Table 4-14

Summary of IDHEAS-G

Stage Activities Outputs
Development of Event context—Environment and situation, system,
operational personnel, and task context
narrative Operational narrative
Identification of o Initial' ponditions, initiating events,'boundary
Stage | event context conditions, and consequences of interest
y o Description of scenario: Event progression described
Identification and in timeline and narrative stories, including the baseline
definition of event sequence and deviation event sequences
important human Important human actions as the basic unit of an HRA and
actions the definitions of the actions, including success criteria,
beginning and end points, cues, and key information, etc.
Task analysis Task diagram representing the expected personnel tasks
s and their relationships
Iden_t|f|cat|on of Timeline representing when cues and important
applicable CFMs of information are expected to become available and timing
a task of the tasks
Stage | Representation of Teamwork diagram representing required collaborative
2 action context with activities between teams
PIF states Task characterization such as task goal and requirements,
cognitive activities involved, tools needed, etc.
Macrocognitive functions required for achieving a critical
task and applicable CFMs for every critical task
States of PIFs relevant to the task
Time uncertainty Uncertainties in time available and time required to
analysis perform an important human action
Stgge Estimation of HEPs P,, the HEP attriputed to time uncertainties
P., the HEPs attributed to CFMs
of the CFMs of Limitati rtainti d . de in HEP
every critical task imitations, uncertainties, and assumptions made in
estimation
Dependency Types of dependency between the important human
analysis actions
. Adjustment of the HEPs of the important human actions
Stige g:g@;tias":%/ d based on the assessment of dependency
documentation Identification and documentation of the three types of
uncertainty in the analysis (model, parameter, and
incompleteness uncertainty)

The IDHEAS-G HRA process described in this chapter is generalized into four stages with

Stage 1 and Stage 2 focusing on qualitative analysis, Stage 3 on HEP quantification, and Stage

4 for integrative analysis of all the important human actions in the event being analyzed. The
methodology emphasizes the importance of the thorough qualitative analysis in HRA and

provides detailed qualitative guidance. Every step of the analysis yields insights about analyzed

scenarios, which provides information about what can be fixed to improve human reliability.

This is shown in the “Outputs” column of Table 4-14. The implication is that HRA is not only just

calculating the HEP but also understanding the conditions affecting human reliability.
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5 TIME UNCERTAINTY ANALYSIS

Cognitive studies show that human errors increase in time-constrained conditions (i.e., when the
time available for task performance is less than the time required to complete the tasks). Itis
important to allocate adequate time for personnel to complete time-critical important human
actions. However, real-world events have inherent uncertainties in both the time available for
performing an action and the time that personnel need to complete the action. For example, the
symptoms of a chemical release may take an uncertain amount of time to become significant
enough to be noticed, while the time required for workers to flee from the building would also
vary in different scenarios (e.g., it is uncertain how long it takes to go through unfamiliar
corridors and stairs). This chapter introduces the IDHEAS-G time uncertainty model to account
for HEPs attributable to time uncertainties. The model also includes guidance for estimating
uncertainties in time available and time required.

5.1 Time Uncertainty Model

IDHEAS-G quantifies the HEP of an HFE in two parts: the error probability attributed to time
uncertainty and the error probability attributed to failure of the macrocognitive functions. The
HEP equation is the following:

P=1-(1-P)1-P) (5.1)
The terms in Equation (5.1) are defined as follows:

. P; is the error probability resulting from time uncertainties in the time available and time
required to perform an action.

. P, is the error probability resulting from failures of macrocognitive functions for all the
critical tasks, assuming that the time for performing the tasks is sufficient. Sections 4.4.1
and 4.4.3 and APPENDIX J discuss the estimation of P..

P, accounts for human errors caused by insufficient time available to perform the action at a
normal work pace. When there is not enough time to perform an action, personnel either do not
complete the action or they rush the action; either one increases the likelihood of errors. P;
does not account for human errors caused by time pressure, which means that personnel have
adequate time, but they are under time pressure so they may try to complete the action as fast
as possible. Time pressure is treated as a PIF and contributes to P.. IDHEAS-G treats P; and
P. independently.

When personnel have adequate time to perform tasks, the likelihood of human errors is not
significantly affected by having more time available, except that more time may yield more
opportunities for recovering from human errors. If the time available for an action is only
somewhat longer than the time required, then the possibility arises that some individuals might
fail to complete the actions. In contrast, even if the time available is less than the time required
for a task, some individuals may still complete the task correctly. In real-world events, time
required cannot be represented by a single number because it is associated with many sources
of uncertainty (e.g., the time one person needs to perform a task may be different for another
person under identical conditions because of individual differences, and the time one person
needs can vary in different trials). Thus, time required by personnel to perform the actions in an
HFE should be represented with a probability distribution function to capture the uncertainties.

Time required represents the time taken for the actions in the HFE to be completed, including
information detection, diagnosis, decisionmaking, executing the action, and interteam
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coordination if multiple teams or distributed individuals are involved. Because individuals have
their own pace for performing the actions in the HFE, time required is expected to be a
distribution for many individuals performing the same actions in the same scenario. This is
consistent with the general HRA assumption that actions within an HFE are performed by a
nominal crew.

Similarly, because of various uncertainties associated with environment and situation, systems,
personnel, and tasks, the time available for the action to be completed (i.e., achievement of the
end state of an HFE) should also be described with a probability distribution function. For
example, a medium loss-of-coolant accident (LOCA) in an NPP is a class of events covering a
range of pipe break sizes (e.g., from 5.08 centimeters (cm) (2 inches) to 15.24 cm (6 inches) in
diameter). The simulation for a medium LOCA scenario uses only a representative break size
(e.g., 10.16 cm (4 inches) in diameter to represent a range from 5.08 to 15.24 cm (2 to

6 inches)). The system time window for recovering the system to desired states can vary greatly
for specific applications; the time window for recovering from a LOCA for a 5.08-cm (2-inch),
10.16-cm (4-inch), and 15.24-cm (6-inch) pipe break could be significantly different.

T, denotes the time required to perform an important human action, and T, is the time available
for personnel to complete the action. The basic assumption in calculating P; is that personnel
fail the important human action if T;. is greater than T,. Thus, P; is the convolution of the
probability density functions of T, and T,., that is [57]—

Pt=P(TT>Ta)=ZP(Tr>t NT, =t) =ZP(TT>t|Ta=t)-P(Ta=t)

0 o (5.2)
=Jh—ﬂﬂﬂkﬁ40m=ijwhxﬂm
0

0

In Equation (5.2), Fr,.(t) is the cumulative distribution function of T;., and it is equal to the
probability that T, is less than or equal to a value of time ¢ (i.e., P(T, < t)); fr,.(¢t) is the
probability density function of T,; Fr(t) is the cumulative distribution function of T, and it is
equal to the probability that T, is less than or equal to a value of time t (i.e., P(T, < t)); and
fr,(t) is the probability density function of T,. The relationship between Fr_ (t) and fr (t) is
given by the following:

t
Fr©) = | fr(s)ds
0

and
dFr,.(t)
dt

The relationship between Fr (t) and fr (t) is similar to the two equations provided above.

fr, (@) =

Figure 5-1 illustrates that P, corresponds to the shaded area in the convolution of
Fr (t) and Fr (t). In the illustration, although the mean value of T, is significantly greater than

that of T, there is still an error probability as indicated in the shaded area because of the
overlapping tails of the two probability density functions.
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Figure 5-1 lllustration of P; as the Convolution of the Probabilistic Distribution
Functions of Time Available and Time Required

The time required for personnel to perform the action assumes a normal work pace. It includes
the time to detect the cue, understand the situation including diagnosing problems, make
decisions or response plans, and execute the planned action (including the time to obtain the
needed equipment, travel to the workplace, and perform the action steps). The NRC staff used
the cognition model described in Chapters 2 and 3 to develop guidance for estimating the time
distribution.

Notice that the time uncertainty model does not credit situations where the time available is
excessively greater than the time required. Experimental studies [58]-[61] show that having
excessive time has no impact on human error rates in task performance. Some PRA models
credit recovery actions (i.e., personnel realize the failure of an important human action and
perform the same action again or different actions to recover from the error). Having excessive
time makes recovery possible but does not guarantee recovery. The guideline for the IDHEAS
At-Power Application [22] has a set of criteria for crediting recovery, and one of the criteria is
having excessive time available.

5.2 Guidance on Estimating the Distribution of Time Available

Sufficient time means that an important human action can be successfully performed within the
time window that the system allows, denoted as T,,. In the definition of an important human
action described in scenario analysis, a system time window determines the starting and ending
time of the action. Within the system time window, the time available for personnel to complete
an important human action should account for the time delay before the cues are present or
available to personnel for detection.

Estimating T, may require reference to engineering calculations [57]. For NPPs, T, is typically
generated by thermal-hydraulic studies or computer simulations. It represents the time lapse
from time zero to the time that a selected key parameter would exceed its safety threshold
without human intervention. The nuclear industry has been developing computer codes to
simulate plant behaviors in various conditions and scenarios. Performing many simulations that
include various combinations of plant and equipment conditions can be very resource
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demanding and thus is not practical. On the other hand, many questions concerning event
sequence timing are thermal-hydraulic problems. Often low-cost, relatively simple calculations
would have adequately answered the question at hand (e.g., the time taken to boil dry the
steam generators in a loss of feedwater event). Analysts may use a variety of methods to
evaluate the parameter uncertainty without performing numerous resource-intensive thermal-
hydraulic simulations. The analytic approach starts by reviewing the preliminary risk results to
identify areas where uncertainty analysis is needed and where more sophisticated analyses
should be performed to better define the success criteria. This phased approach makes
uncertainty analysis affordable. Traditional engineering analyses tend to use point estimates
(e.g., the “best estimate”) and deterministic analysis, but there are physical and analytical
uncertainties and operational variability for T,. Sensitivity studies allow analysts to evaluate the
effects of the uncertainties and the variability associated with plant operation. Estimation of the
T, distribution should also consider the effect of human performance, which is the time
dependency between important human actions in a PRA scenario. Studies show that there is
significant crew-to-crew variability in performance time [16]-[20]. Some crews moved through
the response efficiently, resulting in more time available for subsequent actions. Other crews
responded less efficiently than expected, resulting in less time available for subsequent actions.
Therefore, any time dependency between the actions in an event may substantially affect the
distribution of T,,.

5.3 Guidance on Estimating the Distribution of Time Required

NUREG-1852 [62] and NUREG-1921 [63] present a structured timeline to estimate time for an
individual HFE, which is illustrated in Figure 5-2. The IDHEAS At-Power method [22] adopted
the same timeline analysis. This timeline comprises several elements to capture the various
aspects of time during the progression from the initiating event until the time at which the action
will no longer be beneficial.

TSW
Tavail
Treqd
Tdelay
Tcog
Texe
T Cue 1 1
S 0 . .Crew . Action Action
tart received diagnosis complete |
no longer
complete
beneficial

Figure 5-2  Timeline lllustration Diagram

Note that the diagram in Figure 5-2 is the same as that in Figure 3-1 of the IDHEAS At-Power
report (NUREG-2199), thus the diagram uses the same labels as in NUREG-2199. The terms
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associated with each timing element are defined next and then further described in the
subsequent text:

To = start time = start of the event

Taelay = time delay = duration of time until the relevant cue for the action is received
by the system and displayed to operators

Tsw = system time window

Tavail (T,) =time available = time available for response = (Tsw - Tdelay)

Tcog

cognition time consisting of detection, diagnosis, and decisionmaking

Texe execution time including travel, collection of tools, donning of personal

protective equipment (PPE), and manipulation of relevant equipment
Treqa (Ty) = time required = response time to accomplish the action = (Tcog + Texe)

Structuring the timeline in this way allows the analyst to demonstrate, among other things, the
feasibility of the action from the perspective of timing. The operator action is feasible when the
time available is greater than the time required. The time available (Tavai) is the system time
window (Tsw) minus any time delays (Tqelay), for example, time delay until the relevant cue for the
action is received by the system and displayed to operators. The time required (Treqa) CONsists
of the time to recognize the needed action (Tcg) and the time to execute the action (Texe); this is
also called the crew response time. Each of the timing elements, including the start time, is
defined next.

Start time. In Figure 5-2, Ty is modeled as the start of the event, i.e., the occurrence of the
initiating event, or the time of the demand for a function or piece of equipment which is
unavailable/not responding.

System time window. Ty is defined as the system time window and is the time from the start
of the event until the action is no longer beneficial (typically when irreversible damage occurs,
such as core or component damage). It is typically derived from thermal-hydraulic data for the
representative PRA scenario and, for HRA quantification, is considered to be a fixed input. The
system time window represents the maximum amount of time available for the action.

Delay time. Tgelay represents the time from the start (typically the initiating event) until the time
at which the system presents the cue to operators. It is also determined by the system and HSI
design given the event. Yet, estimating Tqelay Should also consider unique event-specific
uncertainties such as the nature of the initiator (fast or slow) or the sensor or detector response
times. In some scenarios, the salient cue may be provided only by communications from local
operators. Potential delays that might be caused by operator actions or inaction because of the
nature of the scenario should also be evaluated. Thus, when assessing delay time, HRA
analysts should account for delays that are associated with local confirmation of the plant status
during scenarios when that is the primary source of the cue.

Cognition (diagnosis and decisionmaking) time. Ty is defined as the time for cognition and
includes detection of the relevant cues, understanding/diagnosis, and decisionmaking. It is best
obtained by simulator observations or talk-throughs or walk-throughs. Yet, Tcoq Obtained
through these methods may not be representative enough because of various uncertainties and
individual differences associated with Tcoq. Therefore, we propose the following guidance on
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estimating Tcog When adequate observations are not available to verify or modify the observed
Teog, (i-€., When the observation sample is small or no observational results are available).

Execution time. T is the time required for the execution of the action. Execution time is
defined as the time it takes for the operators to execute the needed action(s) after successful
diagnosis and decisionmaking. The execution time includes transit time to various areas in the
main control room (MCR) or to the local components, time to collect tools and don PPE if
needed, and time to manipulate the MCR or local components. Useful inputs to develop Texe
can be obtained from observations of simulator data and walk-throughs or talk-throughs with the
operators.

5.3.1 Estimation of Time Required

Estimating the distribution of T;. should consider three key aspects: nominal contributors,
uncertainty factors, and bias factors. IDHEAS-G recommends the following process for
estimating the probability distribution of time required:

o Obtain an initial distribution of time required including the central tendency and range.
This information can be obtained by reviewing operational and simulator data and
interviewing operators. HRA analysts should collect a range of times using multiple
independent estimates to the extent possible. An average crew response time should
be obtained, as well as estimates of the times by which the fastest and slowest operating
crews would be expected to complete the actions.

. Calibrate the initial estimation by reviewing the factors contributing to T,.. For example,
factors such as retrieving the tools needed or traveling to the location need to be
included when estimating time to line up a pump. Table 5-1 provides some typical
contributing factors for T,.

. Modify the distribution by identifying and reviewing uncertainty factors that may change
T,.. For example, operators’ familiarity with the scenario can significantly change the
time required for diagnosing problems. Table 5-2 provides some typical uncertainty
factors for T,.

° Verify the estimate by reviewing the bias factors that may occur in the estimation
process. Research shows that estimation of time required for human actions tends to be
heuristic, and various biases often result in underestimation [64]-[66]. Several common
bias factors in time estimation [40], [67], [68] are presented below.

Estimation of T,. may start from the baseline scenario and its context identified in the scenario
analysis of an HRA, followed by consideration and evaluation of possible scenario variations.
Experiments on NPP control room operation showed that there was not a consistent set of
operational scenarios and context for all crews, especially for emergency operation [16]-[20]. In
other words, the EOPs had many branching points for crews to choose, and different crews
started from the same point but followed different paths. Once a crew followed a different path,
it essentially was working on a different scenario. In some cases, different scenarios may yield
a different set of important human actions for HRA to analyze. In other cases, crews perform
the same important human action in a different context; therefore, the time required to perform
the action can vary. Such context variability should be considered in the estimation of T,.. Note
that context variability, although caused by crew differences, is not the same as crew-to-crew
variability, which accounts for crew difference in performance time when performing the same
action in the same scenario in the same context. In practice, if the variability of conditions within
a set of scenarios that use the same HFE result in very large uncertainties in T,., with a
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corresponding risk-significant contribution from Py, analysts may then decide to subdivide the
scenarios and define variants of the original HFE to account explicitly for those influences.

When evaluating the factors contributing to T,., HRA analysts should account for sources of
uncertainty that affect the total amount of time that is needed to achieve the HFE success
criteria, especially for continuous actions that may have scenario-specific constraints. The
success criteria for an HFE typically requires that all actions must be completed before plant
conditions reach a threshold which alters the event progression, while uncertainties in the time
that is needed to fully complete the required action can be important in some scenarios. For
example, the success criteria for the manipulation of a cooldown and depressurization of the
reactor pressure vessel of a boiling-water reactor with Mark | containment define that the entire
action must be completed before the water level in the torus (to suppress containment pressure)
reaches a certain setpoint. The criteria also specify that operators need to reduce the
temperature by 250 °F at a rate that does not exceed 100 °F per hour. Thus, a minimum of
2-1/2 hours would be needed to complete a cooldown at the maximum allowed rate. However,
plant-specific and scenario-specific constraints may not facilitate a continuous cooldown at the
maximum allowed rate. For example, degraded flow rates to remove the heat and higher
cooling water temperatures would reduce the effectiveness of depressurizing and cooling down
the reactor pressure vessel. They can be sources of uncertainty in the estimates for T,..

Time analysis should consider the interfeam coordination macrocognitive function for integrated
human actions that require interteam coordination. The timelines and inter-relationships among
various teams may be rather complex. Methods are available to display and account for
combinations of series, parallel, and functionally dependent activities between the involved
teams. In fact, the time required for effective interteam coordination may be the most important
source of uncertainty in complex scenarios.

Cognitive biases are tendencies to think in certain ways that can lead to systematic deviations
from a standard of rationality or good judgment. Some cognitive biases are referred to as
“heuristics.” Many kinds of bias are identified in psychology. The following are examples:

) Frequency bias: This bias pertains to habit intrusion and means that an individual’s
performance can often be captured by familiar behavioral patterns that occur frequently
in the individual’s experiences.

. Similarity bias: This bias results from relying on a few key features for similarity
matching. An example is the confusion arising from being presented with a set of
initiating events with overlapping similarity in plant symptoms.

o Confirmation bias: The human tendency is to seek and accept information that confirms
hypotheses and beliefs.

) Salience bias: Human attention is often captured by more salient and prominent
indicators and diverted from subtle and modest indicators or information displayed.

) Cognitive trap (bounded rationality): In emergency situations, all of a person’s resources
may be occupied by a primary concern that is psychologically prominent (e.g., a fire),
and the implications of other information are likely to be dismissed or discounted. This
could delay diagnosis or impede situational awareness, particularly if cues related to the
nonprimary concerns occur simultaneously with the psychologically prominent event.

Studies show that those biases can change, or mostly underestimate, the time required to
perform tasks. The following paragraphs summarize the three bias effects on the estimation of
time required.



Table 5-1 Typical Factors Contributing to T,

Macrocognitive
Function

Factors Contributing to Time Required

Detection

Travel to source location of information.

Prepare and calibrate equipment needed for detection.
Detect and attend to an indication.

Confirm and verify the indicators.

Record and communicate the detected information.

Understanding

Assess the information needed for diagnosis, such as knowledge and
status of a valve, pump, heater, battery, etc.

Integrate low-level information to create and/or determine high-level
information.

Identify plant status and/or conditions based on several parameters,
symptoms and the associated knowledge; collect information and
delineate complex information such as a mass and/or energy flow with
which two or more systems function.

Delineate conflicting information and unstable trends of parameters
(e.g., interpret SG pressure trends when one train has failed).

Wait for continuous or dynamic information from the system to complete
diagnosis.

Verify the diagnosis results or reach a team consensus.

Decisionmaking

Prioritize goals; establish decision criteria; collect, interpret, and
integrate data to reach a satisfying decision.

Make decision based on parameters, choose strategies, or develop a
plan.

Coordinate the decisionmakers (especially with hierarchy of
decisionmaking or distributed decisionmaking team), achieve
consensus needed for the decision, or wait for certain information to
make a decision.

Simulate or evaluate the outcome of the decision.

Action Execution

Evaluate the action plan and coordinate staff.
Travel and gain access to the action site.

Acquire (deploy, install, calibrate) the tools and equipment (e.g., put on
gloves) to perform the actions.

Implement the action steps or continuous action and required timing of
steps.

Confirm completion of the actions and wait for system feedback.

Interteam
coordination

Allocate resources needed for individual teams to perform actions.
Authorize decisions through the required authorization chains.
Communicate key information between teams.




Table 5-2 Uncertainty Factors that Modify the Distribution of T,
Uncertainty Considerations
Factors

Environmental
factors

Environmental factors affecting allowable time for work (e.g., radiation
dose limit to work in a high-radiation environment)

Delay in personnel and equipment movement because of external hazards
Continuous habitation

Plant condition

Multiunit events
Other ongoing activities that compete for resources

Plant-wide conditions introducing scenario-specific sources of distractions,
interruptions, possibly conflicting priorities, stress, etc. that may distract
personnel’s attention or cause competing demands resulting in delayed
or prolonged actions.

applicability and
training

Work site Different paths to worksite

accessibility Hurdles to access the worksite (e.g., security system denies access)
Information Visibility of information

availability Familiarity with sources of information

Procedures/ Applicability of procedures or instructions

guidance/ Recency of training

instructions

Decisionmakers

Variability of decisionmakers
Variability in decision infrastructure
Communication in distributed decisionmaking

Staff

Staff adequacy (e.g., whether concurrent activities would reduce the staff
available for the action or whether tasks can be performed concurrently
with more than adequate staff)

Command and control
Staff experience (e.g., whether less trained, nonregular staff is used)

Equipment,
tools, parts, and
keys

Familiarity with the use of equipment
Potential failure modes of equipment and recovery or backup

Scenario
familiarity

Familiarity with scenario

Fatigue (mental
and physical)

Time of day
Duration of being on shift

Crew-to-crew
variability

Crew-to crew-variability in time required to perform the same actions;
different crews may take different procedure paths, which leads to
variability in time required




Underrepresentation/incomplete representation of the range of times: Estimating T;, relies
on subject matter experts’ judgment or their calibration to simulator data. Given that individuals
vary greatly in the time they need to complete tasks, HRA analysts should ensure that the time
estimates are representative of a normal operator population. In fact, when estimating T, for
assessing feasibility, HRA analysts should strive to collect a range of crew response times,
using multiple independent estimates to the extent possible. Although an estimate of the
average crew time for T,, should be obtained, it is also critical to obtain an estimate of the time
by which the slowest and fastest operating crews would be expected to complete the action. In
other words, the time range by which all crews could be expected to complete the action under
the conditions in the scenario should be estimated. Although the availability of training and
operations staff may be limited, it is important to interview several trainers or operators for cases
in which a small change in the time estimated could render a feasible operator action infeasible
or significantly affect the resulting HEP. For actions that occur well after the initiating event or
for actions with a long time window, a bounding estimate can often be useful.

Underestimation for complex scenarios: When estimating task completion time, people tend
to focus on optimistic aspects of the scenarios and disregard pessimistic aspects, resulting in
underestimation of time for complex scenarios. In particular, interteam coordination required for
integrated human actions is an important source for underestimating the time required to
complete the action. Therefore, analysts, in discussing the time required with trainers and
operators, should thoroughly analyze the nominal contributors and modifying factors involved in
complex scenarios. The time required to work through the relevant procedures (including
verification steps that may not be critical to achieve the necessary actions but nevertheless can
require time) should be carefully evaluated (especially when operators are working with multiple
procedures). The potential for operating crews to get “stuck” in a procedure while waiting for
particular conditions or to have trouble transitioning to the correct procedure because of
misleading or confusing indications should be evaluated.

Underestimation of the effects of interruption: Cognitive studies demonstrate that the effect
of interruption on task completion time is typically more severe than expected. Depending on
types of tasks, interruption can result in a 30—100 percent increase in task completion time
(without counting the interruption time). Analysts will need to discuss with the operators and
trainers the types and likely occurrence of any potential interruptions given the scenario
conditions and decide how much time should be added in estimating the time required.
Activities that can slow personnel response time (e.g., peer-checking, routine monitoring,
communication and coordination, responding to alarms) or extend response time

(e.g., simultaneous or parallel activities) should be included in estimates of the time required. In
other words, it should not be assumed that personnel are only processing cues, stepping
through the procedures, and taking actions.

54 Summary

This chapter presents an improved approach to time uncertainty analysis for HRA. The analysis
emphasizes identifying time uncertainties and accounting for the effects of the uncertainties in
the overall HEP for the HFE. The time uncertainty model in IDHEAS-G accounts for time
uncertainties based on whether there is sufficient time for personnel to complete the required
time-critical actions. The model is consistent with findings on the effects of time on human
performance in many cognitive experiments reported in the research literature. The model also
includes guidance on identifying sources of uncertainties and estimating time available and time
required to perform an important human action. IDHEAS-G expands the current HRA practice
of treating time-critical actions in the structure of the model of human performance.



6 GENERALIZATION OF HUMAN ERROR DATA FOR ESTIMATION OF
HUMAN ERROR PROBABILITIES

Without explicitly modeling the intrinsic cognitive mechanisms underlying human errors, an HRA
method may result in different interpretations of the same observed phenomena and poor
understanding of the causes of human errors. Furthermore, the use of empirical data for HEP
estimation has been limited by the lack of abundant human reliability data. Lack of a strong
data basis in the methods challenges method validity and introduces additional variability in
HEP estimation. On the other hand, there are various sources of human error data that have
not been used by HRA, mainly because there are significant discrepancies between the formats
of available data and HRA methods. Human error data are available from performance of tasks
in various domains, in different formats, and at a range of levels of detail. Most of the human
error data either cannot be directly used for HRA or they were formatted to support only one
application-specific HRA method.

IDHEAS-G enhances HRA methodology by incorporating the advances made in cognitive and
behavioral science in the past decades. IDHEAS-G uses its cognition model to represent
human failures with a basic set of CFMs and represents the human event context with a PIF
structure. The basic set of CFMs represents human failures at three levels of granularity

(i.e., failures of macrocognitive functions, failures of the processors in each macrocognitive
function, and behaviorally observable failure modes of the processors). Similarly, the PIF
structure represents event context at two levels of granularity: PIFs and their attributes.
Underlying cognitive mechanisms can link CFMs and PIFs at any level of granularity. Thus,
IDHEAS-G is inherently capable of generalizing human error data of different types of tasks to
inform HEP quantification. The CFMs and PIF structure together form a framework for
generalizing human error data of various sources and integrating them to support the
IDHEAS-G quantification model.

6.1 Human Error Data

For a given context, the HEP of an event can be calculated as the number of failure events
divided by the total number of times the events has been attempted. The event can be a human
action, a task, or a defined CFM. To date, human error data to support calculation of HEPs of
all kinds of tasks or CFMs for all possible combinations of PIFs are not abundant. Most HRA
methods use a quantification model to estimate HEPs or direct HEPs to expert judgment; the
quantification models typically consist of base HEPs for a set of human failure modes and PIF
multipliers to adjust base HEPs. Data were not adequate to support the base HEPs and PIF
multipliers in the quantification models.

Over the last two decades, much human error data have become available in various fields
such as nuclear, aviation, manufacture, and health care. Many cognitive behavioral studies
produced experimental data on human error rates in various contexts. Moreover, several
human performance databases have been developed to systematically collect operator
performance data in NPPs for HRA. Such efforts include the SACADA database [24],
developed by the NRC staff, and the Human Reliability Data Extraction (HUREX) database [69]
developed by the Korea Atomic Energy Research Institute. In addition, there have been many
HRA expert elicitation studies to obtain expert judgment of HEPs for specific applications. While
individual sources of human error data may not be sufficient to yield HEPs for all kinds of tasks
and contexts, consolidating the available data and using the data together would yield more
robust and valid HEPs.
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Ideally, the data to inform HEPs would have the following features:

The known numerator and denominator of human error rates are collected within the
same context.

Human error rates are measured repetitively to minimize uncertainties in the data.

Human error rates are collected for a variety of personnel so that the data can represent
average personnel or operators.

Human error data are collected for a range of task types or failure modes and
combinations of PIFs.

Such ideal data do not exist. However, these features can be used as criteria to evaluate real
data for their applicability to HRA.

Along with the development of IDHEAS-G, the NRC staff documented human error data in the
literature and human performance databases. The NRC staff examined the data for their ability
to inform HEPs. The following list contains several example types of human error data to
demonstrate if and how the data can be used to inform HEP estimation.

Human error rates with known states of PIFs

This type of data provides the numerator and denominator of human error rates for types
of tasks performed in the same context or in a known range of contexts. Such data can
inform the base HEPs for the CFMs (i.e., Pcpu ) relevant to the tasks. Below are two

examples:

(1) Quantification of unsatisfied task performance in NPP operator simulator training,
as collected in the SACADA database by the NRC staff. The SACADA database
was built with the same macrocognitive model as that in IDHEAS-G and collects
operator unsatisfied task performance for different types of failures in various
contexts. The different types of failures can be mapped to the detailed level
CFMs in IDHEAS-G, and the various contexts can be mapped to IDHEAS-G PIF
attributes. Thus, the SACADA database can inform baseline HEPs of IDHEAS-G
CFMs and the quantitative effects of some PIF attributes.

(2) The analysis of human errors in maintenance operations of German NPPs.
Preischl and Hellmich [70], [71] studied human error rates for various basic tasks
in maintenance operations. Below are some example human error rates they

reported:

o 1/490 for operating a circuit breaker in a switchgear cabinet under normal
conditions

o 1/33 for connecting a cable between an external test facility and a control
cabinet

o 1/36 for reassembly of component elements

o 1/7 for transporting fuel assemblies

This type of data from operational databases inherits uncertainties in the data
collection process. For example, the definitions of human failure vary from one
database to another, so caution is needed when aggregating human error rates
from different sources.
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Human error rates with unknown or mixed context

This type of data reports statistically calculated human error rates for specific tasks
across a mixture of contexts. Such data cannot inform HEPs of the failure modes
because neither the failure modes nor the context was specified. The data could
represent the best or worst possible scenarios or the average scenario. This type of
data can be used to validate the distribution of HEPs obtained by other means.

HEPs estimated through expert judgment

This type of data is not true human error data. They are generated through a formal
expert elicitation process, representing the beliefs of the representative technical
community on the likelihood of human failure for a given HRA application. Nevertheless,
expert judgment has been widely used in risk-informed applications. The resulting
estimates of HEPs bear validity and regulatory assurance if the judgment was obtained
through a formal, scientifically founded expert elicitation process. This type of data can
be used to inform the central tendency and range of HEPs for the context in which the
expert judgment was made.

An example of an expert elicitation process used to estimate HEPs is the judgment of
HEPs of the crew failure modes in the IDHEAS At-Power Application [22]. The method
has 14 crew failure modes, which are a subset of IDHEAS-G behaviorally observable
failure modes. A very limited set of PIF attributes is considered for each failure mode.
An expert panel estimated the HEP distributions of the failure modes for the
combinations of the PIF attributes.

This type of data has a limitation in that the full context in which the HEPs were
estimated is often not well documented. Because expert judgment is typically elicited for
a very specific domain of application and the expert panel consists of experienced
domain experts, the expert panel makes its own assumptions about the context. For
example, in the expert elicitation of HEPs for the IDHEAS At-Power Application [22], the
expert panel assumed that NPP operators perform control room tasks by following
procedures, and they would make a correct diagnosis with procedures as long as they
have the right information. This assumption may not be true for tasks performed outside
control rooms. Thus, caution is needed when generalizing expert judgment HEPs to
other applications.

Quantification of PIF effects

Many sources present the changes in human error rates when varying the states of one
or more PIFs. Such data can inform the quantification of PIF effects in the IDHEAS-G
quantification model. Below are several examples:

o NUREG/CR-5572, “An Evaluation of the Effects of Local Control Station Design
Configurations on Human Performance and Nuclear Power Plant Risk,” issued
September 1990 [72], estimated the effects of local control station design
configurations on human performance and NPPs. It estimated that
HEP = 2 x 102 for ideal conditions and HEP = 0.57 for challenging conditions
with poor HSIs and distributed work locations.

o Prinzo et al. [73] analyzed aircraft pilot communication errors and found that the
error rate increased nonlinearly with the complexity of the message
communicated. The error rate was around 4 percent for an information
complexity index of 4 (i.e., the number of messages transmitted per
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communication), 30 percent for an index of 12, and greater than 50 percent for
indices greater than 20.

o Patten et al. [74] studied the effect of task complexity and experience on driver
performance. The PIF states of the tasks manipulated in the experiment were
low experience versus high experience, and low complexity versus high
complexity. The mean error rates were 12, 21, 25, and 32 percent respectively
for the four combinations of PIF states: low complexity and high experience, low
complexity and low experience, high complexity and high experience, high
complexity and low experience.

When documenting this type of data, the objective description of PIF states needs to be
carefully considered. For example, the PIF state of “high complexity” in one data source
can be referred to as “low complexity” in another data source. The NRC staff found that
PIF attributes more accurately represent the actual context than the subjective
assessment of “high” or “low” PIF states. In fact, using PIF attributes can make the
definition for PIF states more objective.

PIF interaction

Most HRA methods treat the combined effects of PIFs on HEPs as the multiplication of
the effects of the individual PIFs. Xing et al. [75] reviewed a limited set of cognitive
literature in which human error rates were measured, as two or more PIFs varied
independently and jointly. They observed that the combined effect of PIFs fits better to
the addition than the multiplication of the individual PIF effects. In fact, the broad
cognitive literature indicates that the combined effect is not simply the addition or
multiplication of individual PIF effects. Instead, the interaction between PIFs may not fit
to a single rule and can vary greatly for different combinations of PIFs. The interaction
effect can be inferred from human error rates that are collected in a single study or
database and with more than one PIF varying independently and jointly.

The significance or ranking of PIFs or types of errors

Studies in human error analysis and root causal analysis typically classify and rank the
frequencies of various PIFs in reported human events. Some studies correlate PIFs with
various types of human errors. Those studies only analyze the relative human error data
without reporting how many times personnel performed the kind of tasks. The data from
such studies cannot directly inform HEPs, but they can inform which PIFs or attributes
are more relevant to the CFMs of the reported human errors. Below are several
examples:

o Virovac et al. [76] analyzed human errors in airplane maintenance and found that
the prevalent factors with frequent occurrence in human errors are
communication (16 percent), equipment and tools (12 percent), work
environment (12 percent), and complexity (6.5 percent).

o Kyriakidis et al. [77] analyzed U.K. railway accidents caused by human errors
and calculated proportions of PIFs in the accidents. They reported that the most
frequent PIFs in the accidents were safety culture (19 percent), familiarity
(15 percent), and distraction (13 percent).

The above examples are just a few in the large body of human error data the NRC staff
has documented so far. The staff performed a meta-analysis of a subset of the
documented data and noticed that the error rate data were generally convergent across
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different sources. For example, most studies of dual tasks showed that the error rate in
dual tasks was 1 to 2 times higher than that in a single task. The staff also observed
the consistency between the results obtained in controlled cognitive experiments and
those from complex scenario simulation. The observation suggests that human error
rates measured from cognitive experiments could serve as a baseline reference for
estimating HEPs in more complex, real-life scenarios.

6.2 Data Generalization and Integration

Sources of human error data measure different types of human actions, tasks, or failure modes
and in different contexts. They also describe human errors at different levels of detail. To use
different sources together to inform HEPs, the NRC staff generalized them into a common
format. IDHEAS-G is based on the cognition model, which is inherently capable of generalizing
human error because (1) IDHEAS-G can model any human task with its basic set of CFMs,

(2) the CFMs are structured in different levels of detail, and (3) the PIF structure models the
context of an important human action with high-level PIFs and detailed PIF attributes. Thus, the
NRC staff used IDHEAS-G to generalize various sources of human error data and then
integrated the data to inform HEP estimation. Figure 6-1 illustrates this approach.

Sources of
human error Data source 1 Data source 2
data
/ Tasks Context Tasks Context \
L Failure PIFs Failure PIFs
Generalization modes o
Human error Human error Human error Human error
rates of the rates at the rates of the rates at the
failure modes PIF states failure modes PIF states/
Integration Integrate data for the failure modes and PIFs
HEP = f(states of PIFs)
Figure 6-1 lllustration of IDHEAS-G Data Generalization and Integration

The NRC staff used IDHEAS-G to generalize human error data in the following steps, as shown
in Figure 6-2:

(1) Analyze the tasks and the context of a data source to identify cognitive activities involved
in the tasks and whether the tasks are performed with time constraints.

(2) Map the human errors of the source data to IDHEAS-G CFMs.
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(3) Represent the task context with IDHEAS-G PIF structure.
(4) Load the human error data into three sets of IDHEAS-G human error tables.
(5) Evaluate and document uncertainties in the data and mapping.

Through this process, human error data can be generalized to IDHEAS-G CFMs and PIFs and
represented in one of the three tables: the HEP Table, the PIF Impact Table, and PIF
Interaction Table. Each of these tables provides sets of human error data , as shown in Figure
6-2, that can be used to estimate the error probability of a CFM, P.py,. Sections 6.2.1, 6.2.2,
and 6.2.3, respectively, describe these tables. The collection of all these tables are referred to
as IDHEAS-DATA in the rest of this report.

Analyze data Interpret and Consolidate and
source represent data document data
Human action IDHEAS-G CFMs HEP Table - Per g,
/ tasks
IDHEAS-G PIF PIF Impact Table - w;
Context Structure ‘ .
PIF Interaction Table - C

Figure 6-2 IDHEAS-G Steps to Generalize Human Error Data

As of 2019, the NRC staff has performed the process delineated in Figure 6-2 on a substantial
amount of data from the literature and the NRC’s NPP operator simulator training databases
(referred to as SACADA). The NRC staff developed the IDHEAS method for Event and
Condition Assessment (IDHEAS-ECA) [78]. The method integrated the data documented in
IDHEAS-DATA (i.e., the collection of tables described in Sections 6.2.1, 6.2.2, and 6.2.3) to
generate the base HEP values and PIF attribute weights. Those base HEPs and PIF weights
were the first version of integrating the data in IDHEAS-DATA. Because of the limited amount
of data available, the NRC staff used interpolation, judgment, and benchmarking to develop the
full set of base HEPs and PIF weights. In the long-term, there should be a continuous effort to
generalize human error data as new data become available, and there should be periodic
updates of data integration. This chapter focuses on introducing the concepts and methodology
of generalizing human error data rather than reporting the integrated HEPs and PIF weights. All
the numeric values in this chapter are only to demonstrate the concepts. It is not recommended
to use these values in HRA.

6.2.1 HEP Table

The HEP Table consolidates data on human error rates or HEPs for every CFM. A data source
may contain human error rates for certain tasks or estimated HEPs. The task analysis identifies
cognitive activities involved in the tasks. The cognitive activities are then mapped to
corresponding IDHEAS-G CFMs. The mapping could be made to one or all three levels of
CFMs: failure of macrocognitive functions, failure of processors, and behaviorally observable
failure modes. Along with the human error rates or HEPs, the PIF states under which the
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human error rates or probabilities were obtained also are documented. The HEP Table
documents the following dimensions of information for every data point:

. CFMs

. human error rate or HEP

. PIF states or PIF attributes

° time information, i.e., whether the human error rate or HEP is for tasks performed

without time constraints, with time constrains but adequate time, or with inadequate time.

° brief narrative of the task or types of failure in the data source, including the work
domain (e.g., nuclear, aviation) and type of data source (e.g., experiment, training
simulation, event database)

. uncertainties in the data source and in the mapping to IDHEAS-G CFMs and PIFs

As more sources of data are consolidated into the HEP table, a CFM could have multiple data
points under the same or different set of PIF states. These data points together can inform the
HEP distribution of the CFM.

Integrate the data to inform base HEPs

As more sources of data are consolidated into the HEP and PIF Tables, there are multiple data
points of various sources for a CFM or a PIF. Before using the data to inform HEP estimation,
the context and uncertainties of the data should be evaluated for their reliability and relevance to
the HRA application of interest. For example, if the HRA application is for a well-trained crew
implementing EOPs in an NPP control room, the analyst may choose to use only the data
collected from NPP operator training simulation and not use the data from cognitive experiments
in which tasks were performed by college students. However, if there is no NPP operation data
available, then using data from other domains is better than not using any data to inform the
HEPs of NPP operation.

Multiple data points for a CFM or PIF need to be integrated to inform the HEP or PIF weights.
Integration of multiple data points depends on the intended use. The major purpose of
developing the Human Error Data Tables is to support the IDHEAS-G quantification model. The
data can be used to generate base HEPs. The base HEPs are the error probabilities of every
CFM at various states of the three base PIFs (information availability and reliability, scenario
familiarity, and task complexity). The base HEPs vary with CFMs and the states of the base
PIFs. To infer the base HEPs, expert judgment or statistical analysis is needed to address the
following issues in data:

° Some error rates for a base PIF were complicated by other PIFs.

° There could be multiple data points from different sources for the HEP of a base PIF; the
multiple data points should be carefully integrated to form the HEP distribution.

° The HEP distribution should consider the uncertainties annotated for the data point.

° Some base HEPs have no data available or generalized.

6.2.2 PIF Impact Table

The PIF Impact Table documents the data points at which the human error rates or HEPs of a
task are measured for two or more states of a PIF. Such data points would allow calculation of
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the weight of the PIF between the states. The PIF Impact Table has many subtables, one for
each PIF. Within a subtable, data points for the same attribute are grouped in the same section
of the rows. If a data point has a PIF attribute that is not in the IDHEAS-G PIF structure, the
attribute is added to the end of the subtable and annotated. New subtables will likely be added
if data sources reveal new PIFs. A PIF subtable contains the following types of information:

. PIF states or attributes

° the PIF description in the original data

. error rates or HEPs for the PIF states

° PIF weight, calculated using Equation (4.6)

. macrocognitive functions of the task or failure mode of the data point

° brief description of the task and context

. uncertainties in the data and the mapping of task context to IDHEAS-G PIF structure

Integrate human error data to inform PIF weights

The first step is to define PIF states. A PIF may be best represented with binary states or
multiple states. This can be done by ranking the weights of a PIF in its subtable against the PIF
attributes, then aggregating the PIF attributes into different states. Figure 6-3 illustrates this
concept. Once the PIF states are defined, the PIF weight can be inferred from the data in the
PIF Impact Table.

Ws
/’ N: No impact

<
ao Wa ,
K9] L: Low impact
u;_ W, . M: Moderate impact
a H: High impact

w, ' E: Extreme High impact

Wl / |

N L MH E
States of PIFs
Figure 6-3  lllustration of Human Error Data to Inform PIF Weights

6.2.3 PIF Interaction Table

The PIF Interaction Table documents data sources in which the human error rates or HEPs of a
task are reported as two or more PIFs varying independently and together. The PIF Interaction
Table has many subtables, one for each data point, containing the information about human
error rates of different states of individual PIFs as well as the error rates under the combination
of multiple PIFs. The weights of individual PIFs and the combined weight of multiple PIFs can
thus be calculated from the human error rates. The relationships between these weights provide
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insights into the interaction of the PIFs. For example, if the two PIFs examined have no
interaction in their impacts on human error rates, then the combined weight is simply the
addition of the individual weights. On the other hand, if there is interaction, the combined weight
would not be the linear combination of the individual weights.

Integrate human error data to inform interaction of PIFs

The data in the PIF Interaction Table constitute the basis for PIF combination in the IDHEAS-G
quantification model. Multiple meta-analysis studies in the literature have analyzed the effect of
PIF combinations. For example, the NRC staff performed a preliminary analysis of 23 data
points in which two PIFs were varied independently and jointly (APPENDIX D). The results
showed that the combined weights of two PIFs are roughly equal to the sum of the weights of
the two PIFs. This preliminary analysis suggests a weak interaction effect of PIFs on human
error rates. Table 6-1 shows the main findings from several such meta-analysis studies. These
studies focused on explaining whether additive or multiplicative PIF combination effects better
explain existing data. Overall, the findings from the meta-analysis studies were consistent in
that 1) PIF combination effects can generally be predicted with linear addition, and 2) there are
cases where the combined PIF effect is multiplicative or more than the sum of the individual PIF
effects. The NRC staff recommends setting the interaction factor C equal to 1 unless the data
suggest otherwise. In the long run, the interaction effect for different PIF combinations can be
individually inferred from the PIF Interaction Table as more data become available and
analyzed. Appendix D discusses the cognitive and data basis underlying PIF interaction for
future work.

Table 6-1 Summary of Example Meta-Analysis on PIF Combination

# of
studies
PIFs analyzed | included Main Findings Reference
in meta-
analysis
Noise, 51 Combined effect is no more than the added [79]
temperature, reports single effects and can be predicted from single
sleep loss effects.
Noise and 20~30 The majority of evidence indicates that noise [80]
heat reports and heat do not interact significantly within
the ranges experienced commonly in the
industrial setting.
Distraction, 23 data- | Additive fits better than Multiplicative; [75]
experience, points Additive over-estimates for large PIF weights
HSI, others
Cognitive 40-57 Additive accounted for ~ 91% of job [81]
ability and reports performance data; Multiplicative accounted for
motivation on only about 9% of the explained variance.
performance
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6.3 Demonstration of Human Error Data Generalization and Integration

This section shows examples of generalizing human error data to the HEP Table and
generalizing data to the PIF Impact Table.

6.3.1 Generalization of Data to the HEP Table to Inform the Base Human Error
Probabilities

The first example demonstrates generalization of human error data into the HEP Table to inform
the base HEPs in the IDHEAS-G quantification model. The base HEPs are the error
probabilities of every CFM at various states of the three base PIFs: information availability and
reliability, scenario familiarity, and task complexity. The base HEPs of a CFM vary with the
states of base PIFs. Depending on the information available from the study, the failure of the
task may be modeled at different CFM levels (i.e., macrocognitive functions, processors, and
detailed CFMs). The example here models the failure of the task at the macrocognitive function
level.

Demonstrated next is the process of generalizing human error data to the HEP Table. The data
source is a report, “The Outcome of Air Traffic Control] Message Complexity on Pilot Readback
Performance,” by Prinzo et al. [73]. The study analyzed aircraft pilot communication errors and
reported that the error rate increased nonlinearly with the complexity of the message
communicated. The following is the process of generalizing the data to IDHEAS-DATA Base
HEP IDTABLE-IDTABLE-3 for Task complexity.

Analyze the data source: Prinzo et al. [73] — The task is that pilots listen to and read back
messages from air traffic controllers. The pilots hold the information in their memory and read
back at the end of the transmission. The cognitive activities involved are perceiving
information and communicating it. The pilots perform the task individually without peer-
checking, and the tasks are performed without time constraints.

Readback errors are defined as misreading or missing key messages. Message complexity
is defined as the number of key messages in one transmission. The study calculates percent
of readback errors at different levels of message complexity from thousands of transmissions.

Identified human error data for generalization: The readback error rates at different message
complexity levels are identified as the data for this entry.

Applicable CFMs: The CFM for readback errors is failure of Understanding. While the task is
“listen to and readback messages,” the cognitive activities required are identifying,
comprehending, and relating all the key messages in one transmission. Those are the
elements in the macrocognitive function Understanding.

Relevant PIF attributes: The primary PIF is Task complexity. The attribute is C11, “the
number of key messages to be kept.” Another PIF present is the Work Process attribute,
“Lack of verification or peer-checking.”

Other PIF attributes present. Some transmissions may be performed with the presence of
other PIF attributes such as distraction, stress, or mental fatigue. Those PIFs were not
prevalent in the transmissions analyzed but could increase the overall error rates. Pilots’
flying experience was not correlated with the error rates.
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Uncertainties in the data and mapping: The source audio transmissions are mixture of
normal and emergent operation.

The analysis results are documented in the HEP Table as one datapoint. Table 6-2 shows the
information documented for this datapoint. All the information items are in one row.

Table 6-2 An Example Datapoint for the HEP Table

Other PIFs
PIF CFM Error rates Task PIF measure (and REF
Uncertainty)
Task Failure of Number of | Error Pilots listen to Message (Mixture of [73]
compl | Understanding | messages | rate and read back | complexity -# | normal and
exity 5 0036 key messages | of key emergent
: messages in operation so
8 0.05 one othgr PIF
transmission attributes may
11 0.11 exist)
15 0.23
17 0.32
>20 >0.5

The next example demonstrates generalizing data to the PIF Impact Table. The data source is
the research paper, “Effects of Interruption Length on Procedural Errors,” by Altmann et al. [82].
The study investigated effects of task interruption on procedural performance, focusing on the
effect of interruption length on the rates of different categories of error at the point of task
resumption. The following is the process of generalizing the data for PIF Multitasking,
Interruption, and Distraction.

Analyze the data source: The task [82] was that individual participants performed procedural
sequences of computerized execution steps. The task required individuals memorizing the
sequences. The study examined effects of interruption length on procedural performance
parametrically across a range of practically relevant interruption durations—from about 3
seconds to about 30 seconds. The cognitive activities involved were executing sequential
steps. The participants were well trained for the task. They performed the task individually
without peer-checking and without time constraint. Performance errors were defined as loss
of place in the procedure (sequence errors) and errors involving incorrect execution of a
correct step after interruption (non-sequence errors).

Identify human error data for generalization: Both sequence and non-sequence error rates at
different lengths of interruption were identified as the data for this entry.

Applicable CFMs: The CFM was failure of action execution.

PIF attributes: The PIF being examined was Multitasking, Interruption, and Distraction. The
attribute was “Interruption.” The PIF Work Process attribute “Lack of verification or peer-
checking” was present for all the human error data measured in the study.




Evaluate uncertainties in the data and mapping: This study was a well-controlled
experimental study and there was no prevalent uncertainty involved.

The analysis results are documented in PIF Impact Table as one datapoint. The sequence-
error rates at different lengths of interruption are identified as the human error data for this
datapoint. The post-interruption non-sequence errors, although not affected by interruption, is
also documented for reference. The reported human error rates for the corresponding CFMs
and PIF attributes are then documented along with other items of context information. Table 6-3
shows the information documented for this datapoint. All the information items are in one row.
The top row has column numbers for referencing.

Table 6-3 Example datapoint generalized for PIF Impact Table

1 2 3 4 5 6 7
Other PIFs
PIF | CFM Error rates (%) Task (and error PIF (and REF
measure) measures f
Uncertainty)
MT2 E Interruption | Sequence Non- Individuals executed Interruption - [82]
Length (s) error sequence | procedural steps of a Different
error computerized task. interruption
Performance errors are | length
Baseline 2 2 loss of place in the (seconds).
procedure (sequence Baseline is
3 4 2 errors) and errors no
involving incorrect interruption.
13 10 2 execution of a correct
step after interruption
22 14 2 (nonsequence errors).

6.3.2 Mapping between SACADA Database and IDHEAS-G

This section shows the mapping between the SACADA database and IDHEAS-G. The NRC
developed the SACADA database with the purpose of making it suitable for collecting operator
performance information for use in the NPPs’ operator simulator training program. The
collected data would support plant operator training and be shared with the NRC to improve
HRA quality, in particular, HEP estimation. Each SACADA data point consists of two
information segments: context and performance results. Context is a characterization of the
performance challenges to task success. The performance results are the outcomes of a crew
performing the task. The data taxonomy uses a macrocognitive function model for the
framework. At a high level, the collected information is categorized according to the
macrocognitive functions of detecting the plant abnormality, understanding the abnormality,
deciding the response plan, executing the response plan, and team-related aspects

(i.e., communication, teamwork, and supervision). The structured data allow analysis of the
relations between context and error modes in human performance.

Although SACADA and IDHEAS-G are based on the same set of macrocognitive functions, the
scope of the macrocognitive functions in IDHEAS-G is broader than those in SACADA. The
scope of the functions in SACADA are specific for NPP control room actions performed by
licensed crew members. As a result, SACADA has fewer but more specific error modes than
IDHEAS-G CFMs. Also, the team-related aspects in SACADA are tuned to NPP control room
crew structure, while the interteam coordination function in IDHEAS-G focuses on interaction
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between teams. The within-team communication and supervision are modeled as processors of
individual macrocognitive functions. Nevertheless, IDHEAS-G and SACADA taxonomies share
the same framework; therefore, the elements can be mapped to each other, but not necessarily
in a one-to-one mapping. With the mapping, the error mode statistics of NPP operator simulator
training in the SACADA database can be generalized to IDHEAS-G HEP tables, and data on the
SACADA context factors can be generalized into the PIF Impact Table and PIF Interaction
Table.

Table 6-4 shows the mapping between IDHEAS-G CFMs and SACADA error modes. For
brevity, Table 6-4 shows only the IDHEAS-G CFMs that have corresponding SACADA error
modes. Thus, the CFMs in this table are a subset of the full list of IDHEAS-G CFMs presented
in Chapter 4.

Table 6-4 Mapping between SACADA Error Modes and IDHEAS-G CFMs

IDHEAS-G IDHEAS-G

. . . SACADA error mode
failure of processors detailed failure modes
D3 Fail to perceive D3-2 Key alarm not attended to | Alarm issues: key alarms not
information o i detected or not responded to
D3-3 Critical information not
perceived or misperceived Indicator issues: key
parameter value not detected
or incorrectly read
U1 Fail to assess or U1-2 Incomplete data selected Misinterpreted: critical data
select data . . misinterpreted
U1-3 Incorrect or inappropriate
data selected Discredited: critical data
dismissed, discredited, or
discounted

U3 Incorrect integration | U3-2 Incorrectly assess situation | Incorrect/incomplete: failure
of data and mental , to form a correct

model U3-3 Incorrectly diagnose understanding or revise initial
problems false concept

Awareness: lack of
awareness of plant conditions
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Table 6-4
(continued)

Mapping between SACADA Error Modes and IDHEAS-G CFMs

IDHEAS-G
failure of processors

IDHEAS-G
detailed failure modes

SACADA error mode

DM4 Incorrect
integration of data and
mental model

DM4-1 Misinterpret procedure

DM4-2 Choose inappropriate
strategy or options

Failed to consult available
procedure

Following problem: trouble
following or using procedure
(e.g., misinterpret
procedures)

Choice: made incorrect
choice.

DMS5 Fail to
simulate/evaluate the
decision

DM5-1 Unable to simulate or
evaluate the decision’s effects

DM5-2 Incorrectly or
incompletely simulate or
evaluate the decision against
other options

DM5-3 Incorrect dynamic
decisionmaking

Comprehensive: failed to
consider all options

DM6 Fail to
communicate or
authorize the decision

DM®6-1 Decision incorrectly
communicated

DM®6-2 Decision not authorized
or delayed in authorization

Delayed: delayed making
decision

E2 Fail to develop/
modify action scripts

E2-1 Fail to modify, adapt, or
develop action scripts for a
high-level action plan

Action not adapted

E3 Fail to coordinate
action implementation

E3-1 Fail to coordinate the
action implementation

E3-2 Fail to initiate the action

Action not taken: forget to
take required actions

E4 Fail to perform the
planned action

E4-1 Fail to follow procedures
(e.g., skip steps)

E4-2 Fail to execute
nonprocedural simple action

E4-3 Fail to execute complex
action (e.g., control actions,
long-lasting actions)

Executed discrete action(s)
incorrectly

Dynamic manual control:
dynamic manual control
problem

D4 Fail to verify information

D5 Fail to communicate detected information

Team aspects: errors in
supervision, teamwork, and
communication®
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Table 6-4 Mapping between SACADA Error Modes and IDHEAS-G CFMs
(continued)

_ IDHEAS-G _IDHEAS-G SACADA error mode
failure of processors detailed failure modes
U4 Fail to iterate the understanding Team aspects: errors in

supervision, teamwork, and

U5 Fail to communicate the outcome of understanding communication®

DM6 Fail to communicate or authorize the decision
E3 Fail to coordinate action implementation

E5 Fail to verify or adjust action

*Note: The SACADA error modes for team aspects do not have specific correspondence in

IDHEAS-G. They are mapped to multiple IDHEAS-G CFMs related to within-team (crew)
interaction.

The above mapping shows that most SACADA error modes can be mapped to IDHEAS-G
CFMs of different levels. Therefore, the error probabilities collected in SACADA data can inform
HEP estimation in IDHEAS-G.

Next, Table 6-5 shows the mapping between the SACADA context factors and IDHEAS-G PIF
structure. Because SACADA is designed to be suitable for operator simulator training in NPPs,
SACADA context factors constitute only a subset of IDHEAS-G PIFs. Table 6-5 lists all the
IDHEAS-G PIFs but only the PIF attributes that have corresponding items in SACADA.
SACADA context factors are categorized by their effects on macrocognitive function while
IDHEAS-G are not.

6-15



Table 6-5

Mapping between SACADA Context Factors and IDHEAS-G PIF Structure

IDHEAS-G PIF structure

SACADA context factors

PIF

Attributes

Context factor/
error cause

Affected
function

Accessibility/
habitability

Workplace visibility

is not salient (e.g.,
many similar controls
nearby and the labels
are not visually
distinctive)

in the same bank of control
panel.

Noise Loud noise in Noisy background: loud All
workplace impeding background noise makes
communication communication challenging
Change of indicator Degree of change: D
status is not intuitive ; ; ;

. e slight change (i.e., requires
;n;mnoee(:‘irwn?;ﬁ?a% some effort to detect the
compa??son change)

e distinct change
(i.e., prominent and readily
detected)
No mimics: requires operator to D
rely on memory
Low salience Small indications: can be read D
only from a close distance
The source of Similar displays: multiple D
indication is similar to identical displays in the same
other sources nearby bank of control panel
Location of controls is | Location: E
?IStI:(Ibl;ted c:(r not '? e main or auxiliary control
ront of work pane board
e back panel
Confusion in action Unintuitive controls: the control E
maneuver states requires counter-intuitive action
Controls are difficult to | Additional mental effort: E
maneuver performing the action requires
(e.g., confusing labels, | performing activities such as unit
unit translation, or translation or mental calculation.
mental calculation)
Controls have Inadequate feedback: E
inadequate feedback system/control state feedback is
missing or slow.
Appearance of controls | Similar controls: similar controls | E
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Table 6-5

Mapping between SACADA Context Factors and IDHEAS-G PIF Structure
(continued)

IDHEAS-G PIF structure

SACADA context factors

PIF

Attributes

Context factor/
error cause

Affected
function

Training

Inadequate training on
procedure adaptation

Familiarity:

e standard: crew has
previously trained on this
challenge.

¢ novel: this involves a change
in the way the challenge is
addressed, such as a new
procedure, scenario, or role.

e anomaly: standard training
must be adapted to fit an
anomalous situation (e.g., the
procedures do not cover the
circumstances).

D,U

Procedures,
guidance, and
instruction

Procedure lacks
details—Procedure
does not direct
personnel to perform
specific tasks

(e.g., monitoring
parameters, looking
for changes of status)

Detecting mode:

e procedure-directed check:
procedure directs crew to
check a specific indicator or
parameter

e procedure-directed monitoring

¢ knowledge-driven monitoring:
knowledge of the situation or
expectation of change in the
parameter prompts crew to
monitor.

e awareness/inspection:
nonprocedurally directed
monitoring or awareness of
plant parameters

Procedure lacks
details—engineering
judgments are needed

Diagnosis basis:

o skill
e procedure
e knowledge based

Procedure lacks
details—

procedure is not
available; thus,
personnel must find
ways to perform the
task based on their
knowledge

Decision basis:

e procedure: the decision is
driven by procedures or other
guidance

e skill: skill-driven decision;
without procedure, operator
can make decision from
memory

knowledge: no procedure
applicable; crew relies on
engineering or technical
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Table 6-5

(continued)

Mapping between SACADA Context Factors and IDHEAS-G PIF Structure

IDHEAS-G PIF structure SACADA context factors
PIF Attributes Context factor/ Affec_ted
error cause function
knowledge and operating
experience
Procedure lacks Guidance: E
details e procedure: action guided by
procedures
Procedure is not skill of craft (nonfaulted
available for hardware): in situations without
skill-based tasks faulted indications or hardware,
the action is guided by skill of the
craft, not a written procedure
Team and Inadequate teamwork | Communicator unavailable:
organization factors | resources designated communicator is
lack of sufficient needed but is not available
personnel resources
Information Inadequate updates of | Information integration U
availability and information e timing of information:
reliability (eg. !nf%rrg\anon t includes slow information feed
perceived by a party or delayed information
who fails to inform i . )
another party) gmblguo_us |nformat|on: .
Inf tion i information provided by system is
n o][mz_a lon1s fai vague, unclear, or does not point
contusing oruncertain | 44 the nature of the problem
Information is Information quality: U
mcorknrzjlt.ete or logically |, missing information: includes
masked, masked information
information is_ e misleading information:
unreliable—high information points to an
chance it is misleading incorrect diagnosis
or wrlongl; . _ conflicting information:
conflicts in information | information points to more than
one possible diagnosis or
conflicts with other alarms or
indications.
Scenario familiarity | Scenario is unfamiliar | Nonstandard: anomalous All

conditions forcing the operator to
account for previous discoveries/
incidents/failures

Unpredictable
dynamics

Expectation of alarm/indication
change

e expected: given the
understanding of current plant
status (including systems out
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Table 6-5

(continued)

Mapping between SACADA Context Factors and IDHEAS-G PIF Structure

IDHEAS-G PIF structure SACADA context factors
PIF Attributes Context factor/ Affec_ted
error cause function
for maintenance or testing),
the alarm or indication is
expected to change
not expected: operators do not
anticipate this alarm or change in
indications
Unpredictable Unintuitive plant response: plant | E
dynamics behavior contradicts intuition.
Multitasking, Multitasking and Work | Workload All

interruptions, and
distractions

process

(Note: Two IDHEAS-G
PIFs are involved in
SACADA “Workload”
factor)

e normal: all crew members
have peer-check and backup

e concurrent demand: one
crew member has own task
with no backup; all others
have normal peer-check and
backup

multiple concurrent demands:
overloaded, no peer-check,
everyone has own tasks with no
backup

Multitasking on
parallel
nonintermingled tasks;
multitasking on
intermingled tasks

Multiple demands: multiple
competing demands on attention
and distractions

Task complexity

Detection overloading

Status of alarm board

e dark: individual alarm or a
group of alarms points to the
system problem

e busy: the alarm boards show
some (but not many) other
alarms in addition to the
critical alarm

overloaded: the alarm boards
show many other alarms in
addition to the critical alarm

Detect alarm

Cues for detection are
not obvious, (i.e.,
detection is not
directly cued by
alarms or instructions);
personnel need to

Detection mode:

o self-revealing: the detection
is based on one or more self-
revealing cues.

e procedure-directed check:
procedure directs operators to
check the alarm
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Table 6-5

(continued)

Mapping between SACADA Context Factors and IDHEAS-G PIF Structure

IDHEAS-G PIF structure

SACADA context factors

PIF

Attributes

Context factor/
error cause

Affected
function

actively search for
information.

e procedure-directed
monitoring: the alarm is in the
procedure-specified
monitoring list

aware/inspection: driven by
information obtained earlier

Task complexity Multiple causes for Information specificity: U
i/lltl,l:l?ih?eniszzese?\rg::tt e specific: alarm/alarm
il P » pﬁ tth pattern/indication(s) point to
influences “atiect the the specific system problem
system and system -
explained by a single | indication(s) do not directly point
influence; key to the specific system problem,
information is which requires operator cognitive
cognitively masked. effort to integrate the information
and identify the specific system
problem
Multiple, intermingled Uncertainty: DM
,?O‘;IS or cr_ltt_erlg need e clear: no uncertainty or
O be prioritized. competing goals—clear
Conflicting goals. decision criteria
e uncertain: lack of information
Decision criteria are or ambiguous decision criteria
ambiguous and competing priorities: multiple
subject to different competing goals, foreseeable
interpretations_ severe Consequences
Conflicting guidance in | Conflicting guidance in policies, DM
policies, practices, and | practices, and procedures
procedures involved in
decisionmaking.
Controlled actions that | Type of action: E
oraneoargea |+ simloand isinc
adiusting action e order: a sequence of discrete
aci:ordir? | actions needs to follow a
gly certain order
monitoring: dynamic control
actions that require constant
monitoring and manipulation to
control and maintain a parameter
within a certain boundary
Teamwork factors Communication Extent of communication: All

required

e normal: standard level of
three-way communication
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Table 6-5 Mapping between SACADA Context Factors and IDHEAS-G PIF Structure
(continued)

IDHEAS-G PIF structure SACADA context factors
PIF Attributes Context factor/ Affec_ted
error cause function

within control room, with
occasional onsite
communication

e extensive onsite: high level of
close communication with
onsite operators

extensive within control room:
high level of close communication
within control room

Time pressure and | High time pressure Time criticality: All
stress because of perceived
lack of adequate time
to complete the task

e extensive time
e normal time

barely adequate time

Most SACADA context factors can be mapped to the IDHEAS-G PIF structure. The NRC staff
could not map the SACADA factors “workload,” “coordination,” and “memory demands,”
because IDHEAS-G does not have one specific PIF for these factors. For example, workload
has many traits that affect HEPs differently. Thus, IDHEAS-G models workload in multiple PIFs,
such as multitasking, time pressure, staffing, and task complexity. IDHEAS-G also does not
model “communication level,” “recoverability,” and “outcomes of diagnosis” because there is no
empirical evidence showing the relation between these factors and HEPs. One aspect of the
SACADA “communication level” is complexity of communication contents, and IDHEAS-G
models this in the PIF task complexity.

The SACADA taxonomy has definitions of several discrete states of a context factor. Thus,
human error rates aggregated for different states of a PIF can inform PIF weight. This will be
valuable information to support the IDHEAS-G quantification model. Yet, the SACADA context
factors have neutral factors (e.g., skill-rule-knowledge bases) and negative factors (e.g., noisy
background). The language used in SACADA for a neutral state (e.g., procedure-directed
check) does not mean that the procedure is good. Care is needed when using SACADA data
with the context factors in neutral states.

6.4 Summary

The CFMs and PIFs of IDHEAS-G can be used as a framework to generalize human error data.
Specifically, the CFMs are in the same framework as the SACADA database; thus, it is relatively
straightforward to use SACADA data for the HEP estimation in IDHEAS-G. The human error
data are generalized into three tables: the HEP Table, PIF Impact Table, and PIF Interaction
Table. The data in these tables inform base HEPs, PIF weights, and PIF interaction factors in
the IDHEAS-G quantification model. The data in the PIF Impact Tables can be used to define
PIF states and relate these states to the weights of HEPs. Nevertheless, the available human
error data are as yet incomplete to inform all the parameters in the IDHEAS-G HEP
quantification model (i.e., the base HEPs for all the CFMs at any combination of PIF states and
the weights of all PIF states). Expert judgment is still needed to bridge the data gaps. Also,
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more data and analysis are needed to improve the validity of the data-informed HEP
quantification model.
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7 GENERAL DISCUSSION AND COMMENTS

During the IDHEAS-G development, the NRC staff released two early versions of the
IDHEAS-G report to over 20 experts in the HRA technical community for review and comment.
This chapter generalizes the NRC staff’s insights and the reviewers’ comments on
enhancements made in IDHEAS-G and questions for future research.

71 Areas for Human Reliability Analysis Method Enhancement

IDHEAS-G includes the Cognition Model for Human Performance and Reliability and its
implementation in HRA. In addition, the NRC staff developed supplemental guidance on using
IDHEAS-G. This methodology is intended to enhance HRA methods by addressing the four
areas discussed in Section 1.2:

Expand application scope.
Enhance the scientific basis.
Reduce HRA variability.

Enable the use of data for HRA.

IDHEAS-G addressed the basic questions in these areas by integrating the inputs from the
broad technical community, adopting the strengths of existing HRA methods, and incorporating
state-of-art cognitive and behavioral science. This chapter consolidates the NRC staff’s insights
and reviewers’ comments on improvements IDHEAS-G made in these areas. Also, this chapter
documents the areas where IDHEAS-G needs further improvement.

As a general methodology, IDHEAS-G focuses on providing the basic principles and process for
HRA. Thus, this report does not include techniques, tips, or strategies for tradeoffs between
the thoroughness and the required resources for performing an HRA. Some commonly used
HRA practices are not included in the general methodology. Included at the end of this chapter
is a list of some common HRA practices omitted from IDHEAS-G.

7.1.1 Application Scope

IDHEAS-G is broad enough to apply to all nuclear-related HRA applications, while still
generating a meaningful HRA. The IDHEAS-G approach as presented in this report is an
application-independent process for performing HRA, from which application-specific
quantification models can be developed. This approach provides a scientific theoretical basis to
guide the HRA process. The approach should reduce the variability that could result in applying
the methodology across different applications. The structure of the process is general enough
to incorporate data across domains, and the guidance for using the structure (such as the
identification of standard CFMs and PIFs) should also contribute to reducing the variability that
could result in applying the methodology across different applications. Yet, the kinds of
important human actions associated with various applications can be much different from those
commonly modeled in internal events PRAs, which primarily model actions directed by EOPs.
The differences may lead to the need for more specific CFMs and PIF attributes in new HRA
applications.

7.1.2 Scientific Basis

An HRA approach based on cognitive and behavioral science should enable analysts to better
model human performance. IDHEAS-G offers a detailed cognition-based approach that is more
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comprehensive than that found in today’s HRA methods. A potentially larger set of PIFs
expands on what is presented in the HRA state of practice.

Cognitive modeling of human performance has involved concepts of human cognition at various
levels. Early cognitive modeling focuses on microcognitive or neural information processing in
the human brain (e.g., perception, working memory, attention, learning, psychomotor skill).
More recent cognitive engineering research models human performance with macrocognitive
functions. The term “macrocognition” was created by Cacciabue and Hollnagel [83] to
distinguish the systemic approach to modeling cognitive systems from the traditional
microcognitive approach. West et al. [84] proposed that a macrocognitive architecture exists in
the brain of individuals and enables humans to apply information processing abilities
(microcognition) to complex, dynamic, multiagent, real-world tasks (macro-cognition). There is
also cognitive modeling for “team cognition,” “shared cognition,” or “shared mental models,”
which describes cognitive processes of teams in a sociotechnical context. The cognitive basis
structure for IDHEAS-G is a multilevel model, bridging neural information processing (i.e., the
cognitive mechanisms) to microcognitive processes. Then, bridging the microcognitive
processes to microcognitive functions, and bridging individual-level performance into team-level
and interteam or organizational level performance. The cognitive basis structure provides a
large yet explicit picture of how personnel perform expected tasks through interaction with
systems to achieve the mission of human performance in a complex work environment. Thus,
IDHEAS-G is built on a state-of-the-art scientific foundation.

. The five macrocognitive functions (i.e., detection, understanding, decisionmaking, action
execution, and interteam coordination) provide the cognitive foundation for IDHEAS-G.
The taxonomy in the cognitive basis structure (e.g., the processors and cognitive
mechanisms) is similar to those modeling or measuring human performance capabilities
in the literature. For example, NUREG/CR-5680, Volume 2 [46], lists the following as
human capabilities needed to perform actions: (1) attention, (2) vision, (3) perception,
(4) psychomotor skill, (5) manual dexterity, (6) cognitive function (reading, arithmetic,
and reasoning), and (7) mood and comfort; the U.S. Army Research Institute has
developed operation and mission evaluation software around the following task
taxonomy: (1) perception, (2) cognition—numerical analyses, (3) cognition—information
processing and problem solving, (4) motor skill—fine motor discrete, (5) motor skill—fine
motor continuous, (5) motor skill—gross motor light, (6) motor skill—gross motor heavy,
(7) communications—oral, and (8) communications—reading and writing. The Cognition
Model in IDHEAS-G organizes these low-level cognitive processes into the
macrocognition structure.

. Though it was impossible to be exhaustive, the list of PIFs in IDHEAS-G is
comprehensive and represents the state of the art of cognitive and behavioral science.
The structure of organizing the factors is compatible with those in existing HRA methods
and the literature. Table 7-1 shows the categorization of PIFs in IDHEAS-G and the
literature.



Table 7-1 Example Categorizations of PIFs

Groth & Mosleh Organization- Team-based Person- Situation/Stressor-based Machine-
[85] based based based
Moray [86] Organization Team and Individual Physical Ergonomics Physical
and Group Behavior Devices
Management Behavior
Behavior
IDHEAS-G Personnel Task System | Environment
and Situation

7.1.3 Human Reliability Analysis Variability

IDHEAS-G improves on HRA theory because it delineates a structured and comprehensive
HRA process. The guidance should be capable of producing good transparency and traceability
of an HRA process. This reduces analyst subjectivity and enhances analyst-to-analyst
consistency. The traceability of every IDHEAS-G step allows analysts to identify sources of
variability in the outcomes of the HRA and attempt to reconcile differences in the outcomes.

IDHEAS-G improves on the qualitative analysis process in HRA. The analysis includes
scenario analysis, important human action identification and definition, and task analysis with
graphic representations and task characterization. These provide an adequate modeling
structure for presenting the HRA. These steps are often overlooked in HRA method
descriptions and yet have a considerable influence on the overall thoroughness and quality of
the final HRA. IDHEAS-G includes these in the guidance and emphasizes their importance and
the need for analysts to spend some time on these more qualitative aspects of the HRA before
performing any quantification. The very detailed description of the macrocognitive task analysis
approach should be a significant step toward reducing inter-analyst variability and subjectivity.
This guidance provides clear instructions on how to identify and describe personnel actions,
associated PIFs, and the influence of these PIFs on the overall HEP.

The approach of providing a scientific theoretical basis to guide the process should contribute to
reducing the variability that could result in applying the methodology across different
applications. Once standard sets of CFMs and PIFs are identified and sufficient data are
compiled for these failure modes and factors, the consistency between analysts applying the
methodology is likely to increase. The guidance provided on the basic quantification structure
(such as the identification of standard failure modes and influencing factors to support the
structure) should also contribute to reducing the variability that could result when applying the
methodology across different applications.

The breakdown of the macrocognitive functions, CFMs, and associated cognitive mechanisms
has the potential to improve how HRA analysts define, describe, and justify HEPs. This
approach provides a systematic method for analysts, forces analysts to be more transparent
when describing PIFs and their influence on the HEP, and should help to reduce inter-analyst
variability. At first glance, this seems to be a complex, and perhaps overly burdensome,
approach as the analyst systematically works through the CFMs and PIF structures to select the
appropriate information. However, the perceived time burden should be significantly reduced as
the analyst becomes more familiar with the approach.

The methodology also has an improved approach to time uncertainty analysis. This is an
expansion of the current HRA practice of treating time-critical actions in the structure of the
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model of human performance. The analysis emphasizes identifying time uncertainties and
counting the effects of the uncertainties on the overall HEP of the HFE. The approach appears
novel but reasonable. It would be more useful to demonstrate how the various time
uncertainties can significantly change the HEPs.

Nevertheless, some reviewers are skeptical about reducing variability. They consider
IDHEAS-G to be more complex than some other HRA methods, which could introduce more
variability. Also, the steps in the IDHEAS-G HRA process still require subjective judgment, and
thus subijectivity and variability may exist as in other methods. The methodology needs
validation and testing to demonstrate whether IDHEAS-G really reduces variability.

7.1.4 Data in Human Reliability Analysis

Perhaps the major contribution that the IDHEAS-G approach can make to improve HRA practice
is to open the methodology for incorporating human error data across a number of domains.
The basic quantification structure allows for generalization of data in different domains and at
different levels of detail. The structure of the process is general enough to incorporate data
across domains. Moreover, the NRC staff has been developing an HRA database drawing from
NPP operator simulator data. The database is structured using the same cognitive framework
as IDHEAS-G so that the data can be used to support HEP estimation. The availability of data
to support the application of IDHEAS-G will significantly increase the feasibility of its use. Given
that IDHEAS-G emphasizes context, the compilation of data pertaining to the impact of
environmental and organizational factors on personnel actions will be needed. An important
asset of the IDHEAS-G methodology is that its structure allows the use of data from other
domains besides nuclear power. Over time, as more applicable data are compiled, this asset
should become one of the major strengths of the approach.

7.1.5 IDHEAS-G Human Error Probability Quantification Approaches

IDHEAS-G proposed the basic concepts for quantifying HEPs. Those are included in the
discussions of "Modeling PIF States", "Modeling the Impact of PIF States on HEPs", and
"Calculating the HEP of a CFM for a Given Set of PIF States" (discussed in Section 4.4.3.2).
The basic concepts can be applied to any HEP quantification scheme. Stage 3 of the IDHEAS-
G HRA process described in Chapter 4 proposed multiple approaches to HEP quantification
using these concepts. Furthermore, in a more general interpretation of Equation (4.7), the value
for Pcpyy,,, could be the HEP that applies with all PIF states at their "best" (i.e., no impact)
values, i.e., it needs not necessarily be the HEP that is derived from only the three "base" PIFs,
as in the quantification model. The authors propose the quantification model in Equation (4.7)
simply as a conceptual way to numerically combine PIFs and relate them to a set of empirically-
derived HEPs. Therefore, careful consideration and testing are needed to develop confidence
that it provides results that are qualitatively and quantitatively reasonable, and it facilitates
consistent estimates of the risk significance of various human actions and their contributors.
The NRC staff implemented the quantification model in Equation (4.7) in IDHEAS-ECA [78].

7.2 Areas that Need Further Research in IDHEAS-G

7.2.1 Validation of IDHEAS-G HEP Quantification Model

The IDHEAS-G Human Error Probability Quantification Model described in Section 4.4.3.2 is
based on the assumption that the combined effects of the three "base" PIFs, including
"Information Availability and Reliability", "Task Complexity", and "Scenario Familiarity," are the
primary determinants for the base HEP. The base HEP is then modified further by the effects
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from a linear combination of numerical weights from the other 17 PIFs. Chapter 6 contains an
extensive discussion of a process to develop the data and functional relationships. The
functional relations are represented by a scale, which is a group of multiple, discrete states of a
PIF attribute. By selecting the appropriate PIF attribute’s state in the scale, its effect on the
HEP is determined. A PIF attribute could have different effects on HEPs for different CFMs.

At a very basic level, this quantification model is founded on the concepts of the IDHEAS
cognition model for human performance. The functional construct of that model (i.e., the
assumptions that three specific PIFs fundamentally determine a "base" HEP, and that the
composite effects from all the other PIFs can be evaluated as a modifier to the "base" HEP) are
inferred from the human error data the NRC staff have generalized. This has not been formally
tested in practical applications or validated to demonstrate that it provides an appropriate way to
account for these influences. In 2019, the NRC performed a pilot study in which a group of HRA
analysts applied IDHEAS-ECA method, which employed the quantification model to estimate
HEPs of several human actions in Flexible Coping Strategies (FLEX). The analysts commented
that the results obtained with the quantification model were reasonable. Next, future research
needs to validate the basic assumptions and relational structure of the quantification model
through pilot applications that can be benchmarked with empirical human performance data.

7.2.2 Guidance on Combined Effect of Multiple Performance-Influencing Factors

The IDHEAS-G documentation acknowledges that there are challenges associated with
consideration of multiple PIFs. For most important human actions, more than one PIF could
apply. Other than a preliminary exploration in APPENDIX D, IDHEAS-G does not address how
the impact of multiple PIFs should be combined (e.g., is the total impact a sum of the impacts of
individual factors or does a more complex relationship needs to be considered?). It is possible
that combinations of PIFs could have negative synergistic effects. The number of variations of
possible PIF combinations could be large. It is not clear whether data are sufficient to compile
all important combinations of PIFs’ effects on HEPs. If the impact of PIFs cannot be derived
from data, then the ability to consider multiple factors may not differ much from the way they are
considered in current HRA methods. Another problem with having too many PIFs is the
insensitivity of individual factors (i.e., the effect of important PIFs may be averaged out by a
large number of less important factors). Future research should demonstrate how the effects of
multiple PIFs are combined and how to differentiate the effects of different combinations within a
large number of PIFs.

7.2.3 Treatment of Errors of Commission

A systematic way to identify errors of commission is not provided. The supplemental guidance
in APPENDIX F, “Identification and Definition of Important Human Actions,” describes a range of
errors of commission, yet the guidance on errors of commission is geared towards event
response actions. Other applications (e.g., spent fuel handling, medical applications) are in a
context where personnel are doing more “routine” functions. Errors of commission become very
relevant in these applications. Some traditional hazard analysis methods such as Hazard and
Operability Analysis and Failure Modes and Effects Analysis may be useful in identifying errors
of commission for those applications. In addition, the ATHEANA method [10], [11] provides
guidance to find errors of commission.

7.2.4 Dependency between Important Human Actions

The HRA technical community has stressed the need for a new methodology of modeling
dependency that is better informed by cognitive and behavioral science. APPENDIX K of this
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report presents this new approach and provides examples of assessing dependency between
human action.

The state-of-practice approaches to modeling dependency have limitations when attempting to
identify and quantify dependent human performance failures that result from failures of
higher-level cognitive and collaborative processes. In particular, the approaches assume that
dependencies would not be present (or would be extremely low) if actions involved different
people or different locations, or if the tasks were not immediately adjacent to each other. These
approaches to identifying dependency fail to cover dependencies that might result from
higher-level cognitive failures such as misunderstanding the situation, deciding on the wrong
goal, or misprioritizing goals. In those cases, there could be causal dependencies across
actions that are performed by different people (e.g., because the supervisor gave incorrect
guidance to operators); in different locations (e.g., because operators were trying to achieve the
wrong goal in both locations); and also when the tasks are not immediately adjacent to each
other (e.g., again, because operators misunderstood the situation and were trying to achieve the
wrong goals).

The NRC staff developed a new dependency model to perform dependency analysis based on
the IDHEAS-G framework. The new approach is presented in Chapter 4 and elaborated in
APPENDIX K. The central concept of the IDHEAS-G dependency model is that the failure of an
important human action may modify the context of other important human actions; therefore,
change the outcomes of the IDHEAS-G analysis of the affected actions such as time availability,
applicable CFMs, and PIF assessment. Subsequently, the HEP of the affected important
human action is determined by the changed outcomes. The dependency model requires
searching for dependency context between the modeled important actions and applicable
dependency type, then calculating the affected HEPs.

The dependency model in IDHEAS-G presents a new perspective of analyzing dependency
rather than only relying on the similarity between the human actions in a few high-level factors.
Future research needs to examine the validity of this dependency model and test it in various
HRA applications, especially those involved in severe context events in which dependency
manifests.

7.2.5 Potential Variability in Application-Specific Quantification Models

IDHEAS-G has flexibility in PIF selection to the extent that experts (i.e., HRA method
developers) can use the available list to select a subset of PIFs for specific HRA applications.
While guidance on selecting PIFs is provided, it is still possible that different expert groups may
select different subsets of factors for the same application. Further research needs to validate
this and improve the guidance, as needed. Perhaps having several examples of
application-specific PIF subsets is the best way to improve consistency in factor selection. The
same concern applies to magnitudes of effects for PIFs. This is left up to expert judgment.
Individual expert sessions may lead to different magnitudes of HEP estimation.

The multiple approaches to quantification can be a concern as different quantification
approaches could potentially yield significant differences in estimated HEPs. Thus, future
research should perform validation to determine whether decision trees, Bayesian updating,
simulation, and expert sessions yield comparable findings.
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7.2.6 Updating the Basic Quantification Structure—Refining Cognitive Failure Modes
and Performance-Influencing Factors

While the IDHEAS-G approach seems general enough to be used in an array of nuclear-related
HRA applications, its cognition model is based on current literature and experience in cognitive
science, human factors, HRA, and human error analysis. It is possible that there are gaps and
biases in the state of knowledge supporting the model. For example, application of the
approach to actions outside of the control room, such as level-2 or level-3 PRA actions, may
need additional CFMs and PIF attributes that are beyond the current state of knowledge. The
context and actions associated with response to external hazards, such as external flooding,
can be very different from most of the human event analysis that has been conducted.
Personnel response to external hazards typically includes actions in various harsh work
environments, which are not well addressed by current HRA methodologies. Examples of such
environmental conditions include accidental aircraft impact, extreme winds, tornado-generated
missiles, turbine-generated missiles, external fires, accidents from nearby facilities, release of
chemicals, transportation accidents, pipeline accidents, and seismic events.

The IDHEAS-G approach does not adequately model detailed cognitive or neural processes
specifically related to psychomotor or neuromotor skills. The concept of motor skills suggests
the need for physical ability as much as higher-level cognition. The neuromotor processes
required for an action execution may be affected differently from the cognitive part of the same
action. For example, an action like driving a forklift would include the physical movements
associated with driving, as well as other cognitive functions such as detection and
understanding that could be affected differently by an environmental condition such as adverse
weather. An application of IDHEAS-G involving modeling fine or strenuous motor actions may
require expansion of the cognitive basis related to neuromotor skills.

7.2.7 Definition of Critical Tasks

HEP quantification in IDHEAS-G is based on the identification of critical tasks, which are treated
as binary—a task in an HFE is either critical or noncritical. However, even when the task is
critical, the importance of the task for the HFE may vary depending on the scenario. The same
is true for the importance of the CFMs to the failure of a macrocognitive function—the CFMs of
a macrocognitive function are treated as equally important to the failure of the function. Itis
possible that a PIF might have a very important impact on a macrocognitive function or CFM but
have only minor significance to the important human action. While IDHEAS-G, like any
methodology, had to make simplifications in modeling human performance, future research
should explore ways to determine and allocate importance among macrocognitive functions or
CFMs, or develop a justification for why such an allocation approach is not necessary.

7.3 Common Human Reliability Analysis Practices Not Included in IDHEAS-G

IDHEAS-G is a methodology for what should ideally be performed in HRA, rather than a
practical manual for how to efficiently perform HRA and make tradeoffs between the
thoroughness and resource demands. Therefore, IDHEAS-G does not include some commonly
used HRA practices for those purposes. Below is a list of some common practices left out of
the general methodology in this report:

° preparation for PRA/HRA [13]
° HFE feasibility assessment [63]
° HFE screening analysis [7]-[11], [63]
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° minimum joint HEP—The NRC does not have official guidance on this.

° creditable recovery opportunities—IDHEAS-G does not provide guidance for
quantifying the effects of the preinitiator HFE and sequence-based recovery actions (at
the cutset or scenario level), which is allowed by the PRA standard [44] (see High
Level Requirement HR-H).

) Baseline HEP values—Many HRA methods provide some base failure rate or guidance
on magnitude of effects for PIFs [3], [7]-[9], [12].

The guidelines for these HRA practices can be found in the associated references above.
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APPENDIX A
COGNITIVE MECHANISMS UNDERLYING HUMAN PERFORMANCE

AND RELIABILITY

This appendix presents the prevalent cognitive mechanisms and their associated
macrocoghnitive functions. This information is presented in Section 2.3 for each macrocognitive
function and it is reproduced here in a different format for the reader’s convenience. Table A-1
through Table A-5 present the cognitive mechanisms for the detection, understanding,
decisionmaking, action execution, and interteam coordination macrocognitive functions,

respectively.

Table A-1 Cognitive Mechanisms for Detection

Macrocognitive Function: Detection

Identifier Cognitive Mechanism

D.a Mental model of the cues

D.b Perception of sensory information

D.c Attention

D.d Working memory

D.e Vigilance

D.f Information foliage

D.g Pattern recognition

D.h Shared cognition within a team

D.i Infrastructure for exporting the information detected

Table A-2 Cognitive Mechanisms for Understanding

Macrocognitive Function: Understanding

Identifier Cognitive Mechanism
U.a Data
U.b Selection of data
U.c Mental model
u.d Integration of data with mental model
U.e Working memory

u.f

Shared cognition within a team

Table A-3 Cognitive Mechanisms for Decisionmaking

Macrocognitive Function: Decisionmaking

Identifier

Cognitive Mechanism

DM.a

Decisionmaking model

DM.b Data for decisionmaking

DM.c Select, judge, or develop plans, strategies, or working instructions
DM.d Coghnitive biases

DM.e Deliberation or evaluation of decision

DM.f Team decisionmaking




Table A-4 Cognitive Mechanisms for Action Execution

Macrocognitive Function: Action Execution

Identifier Cognitive Mechanism

E.a Physical movement and motor skills

E.b Mental model of the actions and the systems to be acted on

E.c Working memory

E.d Attention

E.e Vigilance

E.f Sensory feedback of motor movement

E.g Automaticity

E.h Programming sequences or order of execution steps

E.i Executive control

E.j Error monitoring and correction

E.k Initiation of action execution

E.l Spatial precision or accuracy of action execution

E.m Timing precision of action execution

E.n Coordinated motor movement of action execution

Table A-5 Cognitive Mechanisms for Interteam Coordination

Macrocognitive Function: Interteam coordination
Identifier Cognitive Mechanism

T.a Interteam coordination infrastructure

T.b Command

T.c Control

Td Line of communication

T.e Data processing and information management

T.f Shared mental model




APPENDIX B
LINKS OF PERFORMANCE-INFLUENCING FACTOR ATTRIBUTES TO
COGNITIVE MECHANISMS

This appendix presents the links of the PIF attributes to the cognitive mechanisms as a series of
tables. Each table corresponds to each PIF presented in Chapter 3. The links are limited to
those inferred from the cognitive and psychological literature on cognitive mechanisms at the
time they were reviewed by the NRC staff. Some links are based on the NRC staff's judgment.
In the context of the IDHEAS methodology, these tabulations summarize the identified
functional relationships. They might be useful as a tool for analysts to understand how an
assessment of a specific PIF attribute affects the respective macrocognitive functions of the
HFE, i.e., they serve as a forensic tool for understanding contributors to HFEs. For example, in
Table B-1, environmental conditions that adversely affect accessibility or habitability are
manifested by reduced perception (D.b.) for Detection and by limited movement (E.a.), spatial
precision (E.l.), and timing precision (E.m.) for Action Execution. Using links in the tabulations
enhances analysts’ confidence in their assessment of risk contributors. Each row of every table
in this appendix is for one PIF attribute. The cognitive mechanisms that the PIF attribute can
impact are shown in the right columns of the tables, indicated with the cognitive mechanism
identifiers provided in APPENDIX A.

Several PIF attributes do not have explicit links to specific cognitive mechanisms because those
attributes are not specific enough. For example, the attribute for the PIF Training and
Experience “Training is infrequent” can impact many or most cognitive mechanisms of all
macrocoghnitive functions. The word “Overarching” is used in the cognitive mechanism identifier
column for those attributes.

Table B-1 Cognitive Mechanisms for PIF Workplace Accessibility and Habitability

Cognitive
PIF Attribute Mechanism
Identifier
Accessibility (travel paths, security barriers, and sustained habituation D.b, E.a, E.l, Em
of worksite) is limited because of adverse environmental conditions,
such as steam, high water, fire, smoke, toxic gas, radiation, electricity
shock risk, and blocked roads.

Doors or components require keys to unlock. D.b, E.a
Habitability is reduced. Personnel cannot stay long at the worksite D.b, E.a
because of factors like radiation or earthquake aftershocks.

The surface of systems, structures, or objects cannot be reached or D.b, E.a, E.l, Em
touched (e.g., because they are hot).

The worksite is flooded or underwater. D.b,E.a,E.lL, Em
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Table B-2

Cognitive Mechanisms for PIF Workplace Visibility

Cognitive
PIF Attribute Mechanism
Identifier
Low ambient light or luminance of the object that must be detected or D.b, E.a, E.f, E.i,
recognized E.j
Glare or strong reflection of the object to be detected or recognized D.b,E.a
Low visibility of work environment (e.g., those caused by smoke, rain, D.i, E.i, Ej
fog, etc.)
Table B-3 Cognitive Mechanisms for PIF Noise in Workplace and Communication

Pathways

PIF Attribute

Cognitive
Mechanism
Identifier

Continuous loud mixture of noise

D.b, D.c, D.i, E.f, E.i, Ej

Intermittent non-speech noise

D.b, D.c,D.i, E.f, E.i, Ej

Relatively continuous speech noise

D.b, D.c,D.i, E.f, E.i, Ej

Intermittent speech noise of relatively short
duration

D.b, D.c, D.i, E.f, E.i, Ej

Table B-4

Table B-5

Cognitive Mechanisms for PIF Cold/Heat/Humidity

Cognitive
PIF Attribute
Identifier

Mechanism

Cold in workplace

Overarching

Heat in workplace

Overarching

High humidity in workplace | Overarching

Cognitive Mechanisms for PIF Resistance to Physical Movement

Cognitive
PIF Attribute Mechanism
Identifier
Physical resistance E.a, E.l, Em
Postural instability (e.g., slippery surface) E.a,ElLEm
Whole-body vibration E.a, E.l, Em
Wearing heavy protective clothes or gloves or both | E.a, E.l, E.m
Resistance to personnel movement with vehicle E.a
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Table B-6

Cognitive Mechanisms for PIF System and I&C Transparency to Personnel

PIF Attribute

Cognitive
Mechanism
Identifier

System or I&C does not behave as intended under special conditions.

D.g, U.a, U.b, U.c,
E.f, E.j

System or I&C does not reset as intended.

D.g,Uc Ef E,j

System or I&C is complex, making it hard for personnel to predict its
behavior in unusual scenarios.

D.g, Uc, Ud, Ef,
E.j

System or I&C failure modes are not transparent to personnel.

D.g, U.c,U.d, Ef,
E.j

Table B-7 Cognitive Mechanisms for PIF Human-System Interface
Cognitive
PIF Attribute Mechanism
Identifier
The source of indication (e.g., indicators, labels) is similar to other D.b
sources nearby.
The source of indication is obscured or masked in many potentially D.f
relevant indications.
The indications have low salience. D.b
Related information is spatially distributed or unsynchronized. D.b
Indications are confusing or nonintuitive. D.b, D.g
Secondary indications are not promptly available, or personnel are not | D.a
aware of them.
Controls are difficult to maneuver E.a
Personnel do not anticipate the failure modes of controls and their E.b
impacts.
Indications of states of controls are inadequate. E.b
There is confusion in action maneuver states. E.b
Controls provide inadequate feedback (i.e., lack of adequate E.f, E,j
confirmation of the action executed (incorrect, no information provided,
measurement inaccuracies, delays)).
Labels of the controls do not agree with document nomenclature. E.b
Controls are not reliable, and personnel are unaware of the problem. E.b
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Table B-8

Cognitive Mechanisms for PIF Tools and Parts Availability and Usability

Cognitive
PIF Attribute Mechanism
Identifier
Tools are difficult to access or to use (e.g., lack of administrative control | E.a
of tools).
Tools are unfamiliar to personnel. E.a,E.b
Failure modes or operational conditions of critical tools are not clearly E.a,E.b
presented (e.g., ranges, limitations, and requirements).
Critical tool does not work properly because of aging, lack of power, E.a
incompatibility, improper calibration, lack of proper administrative
control, or other reason.
Tools or parts needed are missing or not available. E.a
Document nomenclature does not agree with equipment labels. E.b
Table B-9 Cognitive Mechanisms for PIF Staffing
Cognitive
PIF Attribute Mechanism
Identifier

Shortage of staffing (e.g., key personnel are missing, unavailable or
delayed in arrival, staff pulled away to perform other duties)

Overarching

Ambiguous or incorrect specification of staff roles and responsibilities

D.h, U.f, DM.e, Ej

Inappropriate staff assignment (e.g., lack of the skills needed)

D.h, U.f, DM.e, E j

Key decisionmaker’s knowledge and ability are inadequate to make the
decision (e.g., lack of required qualifications or experience)

DM.a, DM.b, DM.c,
DM.d, DM.e

Lack of administrative control on fitness for duty

Overarching

Table B-10

Cognitive Mechanisms for PIF Procedures, Guidance, and Instructions

PIF Attribute

Cognitive
Mechanism
Identifier

Procedure, guidance, or instruction (PGI) is inadequate.

Overarching

PGl design is difficult to use.

Overarching

PGl lacks details.

Overarching

PGl is confusing.

Overarching

PGl is available but does not fit to the situation (e.g., it requires
deviation or adaptation).

D.a, D.b, U.b, U.c,
U.d, DM.c, E.b, E.h

PGl is not available for skill-based tasks.

D.a, D.b, U.b, U.c,
U.d, DM.c, E.b, E.h

PGl is not available; thus, personnel have to find ways to perform the
task based on their knowledge.

E.b, E.h

PGl is misleading.

D.b, U.b, U.c,
DM.c, E.b, E.h
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Table B-11  Cognitive Mechanisms for PIF Training

PIF Attribute

Cognitive
Mechanism
Identifier

Training frequency is low (greater than 6 months between sessions).

Overarching

Training duration or the amount of training is not adequate.

Overarching

Training on procedure adaptation is inadequate. The training focuses
on following procedures without adequately training personnel to
evaluate all available information, seek alternative interpretations, or
evaluate the pros and cons of procedural action plans.

U.a, U.b, U.c,
DM.a, DM.b, DM.c,
DM.d, DM.e

Training is inadequate on collaborative work process as a crew
(e.g., inadequate supervision in monitoring actions and questioning
current mission; inadequate leadership in initiating assessment of
action scripts, facilitating discussion, and avoiding tunnel vision).

D.h. U.f, DM.e, E|j,
E.n

Training or experience with sources of information (such as scope and | U.a, U.b, DM.b
limitations of data and information on the failure modes of the

information sources) is inadequate.

Experience in diagnosis (e.g., not being aware of and coping with U.a, U.b, U.c
biases, not seeking additional information, and not avoiding tunnel-

vision) is inadequate.

There are gaps in team knowledge and expertise needed to understand | U.c

the scenario.

There is inadequate specificity on the urgency and criticality of key U.c

information such as key alarms, system failure modes, and system

design to the level of detail needed for responding to the situation.

The training is inadequate or practice is lacking in the step-by-step E.b, E.g, E.h, E.i,
completion of action execution. E.j

The training lacks practicality. Overarching
Hands-on training on action execution is lacking (e.g., training consists | E.g, E.h, E.i, E|],
of virtual training, classroom training, or demos only without hands-on E.lL,E.m

practice).

Experience or training is lacking on procedures, guidelines, or
instructions for the type of event (e.g., use non-operators to perform
some actions outside the control room).

U.b, Uc, E.b, E.h,
E.j

The action context is infrequently part of training or personnel rarely
perform the actions under specific context (greater than 6 months
between performance).

E.b, E.h

Personnel are not trained on the procedures or the type of actions.

Overarching
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Table B-12

Cognitive Mechanisms for PIF Team and Organization Factors

PIF Attribute

Cognitive
Mechanism
Identifier

Inadequate team information management

D.a, U.a, U.f, DM.b,
E.b, Te

Inadequate teamwork resources

D.h, U.f, DM.e, E.n,

T.a, Tb, T.c T.d,
Te, Tf

Distributed or dynamic operational teams D.h, U.f, DM.e, E.n,
T.a, Tb, T.c T.d,
Te, T.f

Inadequate team decisionmaking infrastructure DM.a, DM.d, DM.e

Team coordination difficulty E.n

Authorization difficulty Tb, T.c

Inadequate communication capabilities between teams T.d

Lack of or ineffective practices (e.g., pre-job briefing) to inform
personnel of potential pitfalls in performing the tasks

D.h, U.f, DM.e, E

Lack of or ineffective practices (e.g., supervision) for safety issue
monitoring and identification

Overarching

Lack of or ineffective practices for safety reporting

Overarching

Lack of or ineffective practices for corrective actions

Overarching

Poor teamwork practices or drills together

D.h, U.f, DM.e, E.n,

T.a, T.b, T.c, T.d,
Te, T.f
Table B-13  Cognitive Mechanisms for PIF Work Processes
Cognitive
PIF Attribute Mechanism
Identifier

Lack of professional self-verification or cross-verification (e.g., 3-way
communication), peer-checking, independent checking or advising, or
close supervision

Overarching

Poor attention on task goal, individual’s roles, or responsibilities

Overarching

Poor infrastructure or practice of overviewing operation information or
status of event progression

Overarching

Poor work prioritization, planning, scheduling

Overarching
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Table B-14 Cognitive Mechanisms for PIF Information Availability and Reliability

Cognitive
PIF Attribute Mechanism
Identifier
Updates of information are inadequate (e.g., information perceived by D.g, U.a, U.b,
one party who fails to inform another party). DM.b, E.b, E.f, E.h,
Td,Te, Tf

Information of different sources is not well organized.

U.a, U.b, U.d, D.b,
D.c

Conflicts in information

U.a, U.b, Ud,
DM.b, DM.c, T.d,
Te T.f

Information updates are inadequate.

U.a, U.b, DM.b,
E.b, E.f, E.h, T.d,
Te T.f

Different sources of information are not properly organized.

U.b, DM.b, T.d, T.e,
T.f

Personnel are unfamiliar with the sources or meaning of the D.g, U.a, U.b,
information. DM.c, Td, T.e, T.f
Pieces of information change over time at different paces; thus, they U.a, U.b, DM.b,
may not all be current by the time personnel use them together. Td,Te, T

Feedback information is not available in time to correct a wrong
decision or adjust the strategy implementation.

DM.e, E,j, T.b, T.c

Information is unreliable or uncertain.

U.a, DM.b, T.d, T.e,
T.f

Primary sources of information are not available, while secondary
sources of information are not reliable or readily perceived.

U.a, DM.b, T.d, T.e,
T.f

Information is misleading or wrong.

U.a, DM.b, T.d, T.e,
T.f

Table B-15 Cognitive Mechanisms for PIF Scenario Familiarity

Cognitive
PIF Attribute Mechanism
Identifier
Scenario is unfamiliar. U.c, DM.c
A bias or preference for wrong strategies exists. DM.d
Personnel are unfamiliar with system failure modes. U.c
Personnel are unfamiliar with worksites for manual actions. E.b, E.h
Plans, policies, and procedures to address the situation are lacking. U.c, DM.c
Unpredictable dynamics U.c, U.d, DM.c,
DM.e
Dynamic decisionmaking is required. DM.b, DM.c

Shifting objectives

DM.a, DM.b, DM.c,
DM.e
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Table B-16

Cognitive Mechanisms for PIF Multi-tasking, Interruptions, and Distractions

Cognitive
PIF Attribute Mechanism
Identifier
Excessively frequent or long interruption during the continuous D.c,D.d, U.d, U.e,
performance of critical tasks E.c, E.d, E.h, E.i,
E.j
Distraction by other ongoing activities that are relevant to the critical D.c,D.d, U.d, U.e,
task being performed E.c, E.d, E.h, E.i,
E.j
Distraction by other ongoing activities that are not directly relevant to D.c,D.d, U.d, U.e,
the critical task being performed E.c, E.d, E.h, E.i,
E.j

Concurrently detecting (monitoring or searching) multiple sets of
parameters where the parameters in different sets may be related

D.b,D.c,D.d,D.f

Concurrently diagnosing more than one complex event that requires
continuously seeking additional data to understand the events

Ub, Uc,Ud, Ue

Concurrently making decisions or plans that may be intermingled

DM.b, DM.c

Concurrently executing intermingled or inter-dependent action plans

E.d, Ej, E,|

Command and control multitasking

Tb,T.c

Table B-17  Cognitive Mechanisms for PIF Task Complexity

PIF Attribute

Cognitive
Mechanism
Identifier

Detection criteria are complex. For example, there are multiple criteria
to be met or complex logic; information of interest must be determined
based on other pieces of information and may involve complex
computation; or detection criteria are ambiguous.

D.g

Detection overloading. For example, personnel may need to
concurrently track the states of multiple systems, monitor many
parameters, and memorize many pieces of information detected.

D.d,D.f

Detection requires sustained attention. For example, determining a
parameter trend during unstable system status or monitoring a
slow-response-system behavior without a clear time window to
conclude the monitoring requires attention for a prolonged period.

Cues for detection are not obvious. That is, alarms or instructions do
not directly cue detection, so personnel must actively search for
information.

Multiple causes for situation assessment: Multiple independent
“in