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2.3 MODEL ABSTRACTION

Section 2.3 and its subsections describe the technical basis for the total system performance 
assessment (TSPA) abstraction models associated with the Upper Natural Barrier, the Engineered 
Barrier System (EBS), and the Lower Natural Barrier. These abstraction models reproduce, or 
bound, the essential elements of the more detailed process models. These models are used to assess 
the effects of included processes and events on natural and engineered features.

To clarify terminology, an abstraction model may also be referred to as an “abstraction,” “model 
abstraction,” or “abstracted model.” Subject matter areas addressed through one or more abstraction 
models are referred to herein as “model abstraction topics,” which is consistent with the 
terminology in NUREG-1804. The structure of Section 2.3 and its subsections has been modified 
somewhat from the structure of the model abstraction topics provided in NUREG-1804, 
Section 2.2.1.3, in order to allow a more direct correlation between the Section 2.3 subsections; the 
TSPA model (Section 2.4); and the individual features, events, and processes (FEPs) identified in 
Section 2.2. The table below shows the subject (i.e., information category) of each Section 2.3
subsection as well as the regulatory requirements and NUREG-1804 acceptance criteria that are 
related to each subsection.

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference

2.3.1 Climate and Infiltration 63.21(c)(1)(iii)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(7) 
63.114(b) 
63.342(c)

Section 2.2.1.3.5.3:
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5

2.3.2 Unsaturated Zone Flow 63.21(c)(1)(ii)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(7) 
63.114(b)
63.342(c)

Section 2.2.1.3.6.3:
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5
— —
2.3-1



DOE/RW-0573, Rev. 0 Yucca Mountain Repository SARDocket No. 63–001
2.3.3 Water Seeping into Drifts 63.21(c)(1)(ii)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(7) 
63.114(b) 
63.342(c)

Section 2.2.1.3.3.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(7)
Acceptance Criterion 1(8)
Acceptance Criterion 1(9)
Acceptance Criterion 1(12)
Acceptance Criterion 2(1)
Acceptance Criterion 2(2)
Acceptance Criterion 2(3)
Acceptance Criterion 3(1)
Acceptance Criterion 3(2)
Acceptance Criterion 3(3)
Acceptance Criterion 3(4)
Acceptance Criterion 3(6)
Acceptance Criterion 4
Acceptance Criterion 5
Section 2.2.1.3.6.3:
Acceptance Criterion 1(6)

2.3.4 Mechanical Degradation of the 
Engineered Barrier System

63.21(c)(1)(ii)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(6) 
63.114(a)(7) 
63.114(b) 
63.342(c)

Section 2.2.1.3.2.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(7)
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5
Section 2.2.1.3.3.3:
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 3(3)
Acceptance Criterion 3(4)
Acceptance Criterion 4(4)
Acceptance Criterion 5(3)

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference
— —
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2.3.5 In-Drift Physical and Chemical 
Environment

63.21(c)(1)(ii)a 

63.21(c)(9)a 

63.21(c)(10)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(6) 
63.114(a)(7) 
63.114(b) 
63.342(a) 
63.342(c)

Section 2.2.1.3.3.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(6)
Acceptance Criterion 1(7)
Acceptance Criterion 1(8)
Acceptance Criterion 1(9)
Acceptance Criterion 1(10)
Acceptance Criterion 1(12)
Acceptance Criterion 2(1)
Acceptance Criterion 2(2)
Acceptance Criterion 2(3)
Acceptance Criterion 2(4)
Acceptance Criterion 3(1)
Acceptance Criterion 3(2)
Acceptance Criterion 3(3)
Acceptance Criterion 3(4)
Acceptance Criterion 3(6)
Acceptance Criterion 4
Acceptance Criterion 5

2.3.6 Waste Package and Drip Shield 
Corrosion

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(6) 
63.114(a)(7)
63.114(b) 
63.342(c)

Section 2.2.1.2.2.3:
Acceptance Criterion 3
Acceptance Criterion 4
Acceptance Criterion 5
Section 2.2.1.3.1.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(7)
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5 
Section 2.2.1.3.2.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 2 
Section 2.2.1.3.3.3:
Acceptance Criterion 1(3)
Acceptance Criterion 1(6)
Acceptance Criterion 1(10)
Acceptance Criterion 2(5)

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference
— —
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2.3.7 Waste Form Degradation and 
Mobilization and Engineered Barrier 
System Flow and Transport

63.21(c)(1)(ii)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(6) 
63.114(a)(7) 
63.114(b) 
63.342(c)

Section 2.2.1.3.1.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(7)
Acceptance Criterion 2 
Acceptance Criterion 3(1) 
Acceptance Criterion 3(2) 
Acceptance Criterion 3(3) 
Acceptance Criterion 3(5) 
Acceptance Criterion 4 
Acceptance Criterion 5 
Section 2.2.1.3.2.3: 
Acceptance Criterion 1(2) 
Section 2.2.1.3.3.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(6)
Acceptance Criterion 1(7)
Acceptance Criterion 1(8)
Acceptance Criterion 1(9)
Acceptance Criterion 1(10)
Acceptance Criterion 1(12)
Acceptance Criterion 2(1)
Acceptance Criterion 2(2)
Acceptance Criterion 2(4)
Acceptance Criterion 3(1)
Acceptance Criterion 3(2)
Acceptance Criterion 3(3)
Acceptance Criterion 3(4)
Acceptance Criterion 3(6)
Acceptance Criterion 4 
Acceptance Criterion 5 
Section 2.2.1.3.4.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(6)
Acceptance Criterion 1(8)
Acceptance Criterion 2
Acceptance Criterion 3(1)
Acceptance Criterion 3(2)
Acceptance Criterion 3(3)
Acceptance Criterion 3(4)
Acceptance Criterion 3(5)
Acceptance Criterion 3(8)
Acceptance Criterion 3(9)
Acceptance Criterion 4
Acceptance Criterion 5(1)
Acceptance Criterion 5(2)
Acceptance Criterion 5(3)

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference
— —
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2.3.8 Radionuclide Transport in Unsaturated 
Zone

63.21(c)(1)(ii)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(7) 
63.114(b) 
63.342(c)

Section 2.2.1.3.7.3: 
Acceptance Criterion 1 
Acceptance Criterion 2
Acceptance Criterion 3(1)
Acceptance Criterion 3(2)
Acceptance Criterion 3(4)
Acceptance Criterion 3(5)
Acceptance Criterion 4 
Acceptance Criterion 5

2.3.9 Saturated Zone Flow and Transport 63.21(c)(1)(ii)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(7)
63.114(b)
63.115(a)a

63.115(b)a

63.115(c)a

63.342(c)

Section 2.2.1.3.8.3: 
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5 
Section 2.2.1.3.9.3: 
Acceptance Criterion 1 
Acceptance Criterion 2
Acceptance Criterion 3(1)
Acceptance Criterion 3(2)
Acceptance Criterion 3(4)
Acceptance Criterion 3(5)
Acceptance Criterion 3(6)
Acceptance Criterion 4 
Acceptance Criterion 5 
Section 2.2.1.3.12.3: 
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference
— —
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2.3.10 Biosphere Transport and Exposure 63.21(c)(1)(iv)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.102(i)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(7)
63.114(b)
63.305(a)a 

63.305(b)a 

63.305(c) 
63.305(d)a 

63.311 
63.312(a)a 

63.312(b)a 

63.312(c)a 

63.312(d)a 

63.312(e)a

63.342(c)

Section 2.2.1.3.13.3: 
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5 
Section 2.2.1.3.14.3:  
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference
— —
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2.3.11 Igneous Activity 63.21(c)(1)(ii)a 

63.21(c)(9)a 

63.21(c)(15)a 

63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(6) 
63.114(a)(7)
63.114(b)
63.342

Section 2.2.1.2.2.3: 
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5 
Section 2.2.1.3.2.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(7)
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5
Section 2.2.1.3.3.3:
Acceptance Criterion 1(1)
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4)
Acceptance Criterion 1(5)
Acceptance Criterion 1(6)
Acceptance Criterion 1(7)
Acceptance Criterion 1(8)
Acceptance Criterion 1(12)
Acceptance Criterion 2(1)
Acceptance Criterion 2(2)
Acceptance Criterion 2(4)
Acceptance Criterion 3(1)
Acceptance Criterion 3(2)
Acceptance Criterion 3(3)
Acceptance Criterion 3(4)
Acceptance Criterion 3(6)
Acceptance Criterion 4(1)
Acceptance Criterion 4(2)
Acceptance Criterion 4(3)
Acceptance Criterion 4(4)
Acceptance Criterion 5
Section 2.2.1.3.10.3: 
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5 
Section 2.2.1.3.11.3: 
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference
— —
2.3-7
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In most instances, each model abstraction topic referred to in NUREG-1804 is addressed in a single 
subsection. However, in four instances, elements of a particular model abstraction topic were 
separated into different subsections.

First, elements of the model abstraction for quantity and chemistry of water contacting the EBS and 
waste forms (NUREG-1804, Section 2.2.1.3.3.3) are divided primarily into three subsections: 
Section 2.3.3 (Water Seeping into Drifts), Section 2.3.5 (In-Drift Physical and Chemical 
Environment), and Section 2.3.7 (Waste Form Degradation and Mobilization and Engineered 
Barrier System Flow and Transport). These subsections reflect the different processes that act 
within different features and affect this model abstraction topic. Additional subsections addressing 
aspects of NUREG-1804, Section 2.2.1.3.3.3, are Section 2.2 (Scenario Analysis and Event 
Probability), Section 2.3.4 (Mechanical Degradation of the Engineered Barrier System), 
Section 2.3.6 (Waste Package and Drip Shield Corrosion), Section 2.3.11 (Igneous Activity), and 
Section 2.4 (Demonstration of Compliance with the Postclosure Public Health and Environmental 
Standards).

Second, elements of the model abstraction for nonmechanical degradation of the EBS 
(NUREG-1804, Section 2.2.1.3.1.3) are divided into two subsections: Section 2.3.6 (Waste 
Package and Drip Shield Corrosion) and Section 2.3.7 (Waste Form Degradation and Mobilization 
and Engineered Barrier System Flow and Transport). Section 2.3.6 describes the different features 
and processes that act upon the waste package and drip shield features, and Section 2.3.7 describes 
features and processes acting on the waste form and waste package internal features.

Third, elements of the model abstraction for mechanical degradation of the EBS (NUREG-1804,
Section 2.2.1.3.2.3) are divided into two subsections: Section 2.3.4 (Mechanical Degradation of the 
EBS) and Section 2.3.6 (Waste Package and Drip Shield Corrosion). Section 2.3.6 presents the 
treatment of corrosion processes affecting the waste package and drip shield including stress 
corrosion cracking, and Section 2.3.4 describes mechanical degradation of the EBS features 
induced by natural or seismically induced rockfall within the emplacement drifts.

Fourth, elements of the model abstraction for redistribution of radionuclides in soil (NUREG-1804, 
Section 2.2.1.3.13.3) are also divided into two subsections: Section 2.3.10 (Biosphere Transport 
and Exposure) and Section 2.3.11 (Igneous Activity). The abstraction model described in 
Section 2.3.11 includes processes not included in the biosphere model for the nominal scenario, 
such as fluvial redistribution and redistribution by vertical diffusion in nonirrigated soils. This 

2.3.11 
(Continued)

Igneous Activity (Continued) Section 2.2.1.3.13.3:  
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5

NOTE: aNot changed by the proposed rule.

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference
— —
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model provides the source term for the volcanic eruption biosphere modeling described in 
Section 2.3.10.

The subsections of Section 2.3 describe how the included FEPs are combined in conceptual and 
numerical models, and present the technical basis for each of the model abstractions. Section 2.2
describes the FEP screening process and provides the screening decision for each FEP. Some 
excluded FEPs are described in the Section 2.3 subsections in order to provide a comprehensive 
understanding of the topic. All of the included FEPs analyzed for the 10,000-year period after 
repository closure are also included in the analyses of the period beyond 10,000 years and within the 
period of geologic stability, as defined by proposed 10 CFR Part 63. In the latter period, specific 
seismic, igneous, climate, and general corrosion events and processes were implemented as 
prescribed by proposed 10 CFR Part 63. Conceptual models capture the significant FEPs relating to 
the abstraction topic. Analyses and process models are developed that mathematically represent 
those FEPs, or combinations thereof, identified for inclusion in the TSPA. Within each model 
abstraction topic, the grouping of individual models used to represent the FEPs varies depending on 
the degree of coupling or integration among and between the models. However, for each model 
abstraction topic, the information specified by the NUREG-1804 acceptance criteria is incorporated 
by (1) presenting the description of the conceptual model and its relationship to the relevant FEPs; 
(2) describing the data and data uncertainty related to the understanding of these FEPs and the 
parameters that are included in the models and analyses; (3) describing the process models and 
numerical models, including the treatment of uncertainty in the models and the propagation of these 
uncertainties to the TSPA; and (4) describing the abstraction of the process models in the TSPA.

Integration of the Process and Abstraction Models in the TSPA—The TSPA model presented 
in Section 2.4 is developed on the basis of the scenario analysis described in Section 2.2 and the 
abstraction of modeled FEPs and event probabilities presented in the Section 2.3 subsections. 
Figure 2.3-1 displays the overall framework for the TSPA, beginning with the broad foundation of 
the pyramid, which represents field and laboratory data about the Yucca Mountain site that have 
been collected over nearly 30 years, as well as a description of the repository design, waste form, 
waste package and other EBS properties, and studies and analyses of the potential future behavior 
of the repository. This foundation provides the basis for identifying the FEPs that must be 
analyzed to appropriately represent the repository system. The suite of conceptual and process 
models at the next level in the pyramid consists of mathematical expressions of the FEPs and of 
their associated uncertainties, as described in Sections 2.3.1 to 2.3.11. The TSPA model 
incorporates key uncertainties in both the data and models used to simulate the future performance 
of the repository and considers the effect that alternative models or representations could have on 
the results. The uncertainty inherent in the data and the distributions of parameters used in the 
model are described, as is the propagation of uncertainty through the abstractions incorporated in 
the TSPA model. Process models and the TSPA explicitly consider both epistemic uncertainty 
(i.e., uncertainty due to a lack of knowledge) and aleatory uncertainty (i.e., uncertainty due to 
random processes). Through abstraction, the TSPA model components are developed and used to 
analyze the projected evolution of the various components of the repository system through time. 
The top level of the pyramid consists of the integrated TSPA numerical model used to simulate the 
behavior of the repository system.

Abstraction for the TSPA model (Section 2.4) starts with building conceptual models that account 
for included FEPs and possible outcomes regarding repository performance. These conceptual 
— —
2.3-9
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models consist of sets of hypotheses, including assumptions, simplifications, and idealizations that 
describe the aspects of a system or subsystem as they relate to performance. Model 
conceptualization identifies and selects FEPs that collectively comprise the scenario classes 
considered in the conceptual models. Because the TSPA deals with future outcomes and includes 
uncertainty in process descriptions, data, and parameters, there may be several alternative 
conceptual models that provide reasonable descriptions of a particular system or subsystem. 
Therefore, an essential element of the TSPA is to capture uncertainty in probabilistic analyses that 
represent likely outcomes based on the available data, parameter values, and modeling approaches 
involved.

Mathematical representations of conceptual models are then developed as detailed quantitative 
expressions of processes that can be used together to simulate various aspects of repository 
performance. These representations are referred to as process models. The mathematical 
representations might include algebraic expressions, ordinary differential equations, partial 
differential equations, or integral equations characterizing accepted conservation laws, such as the 
conservation of mass, energy, or momentum, as well as appropriate constitutive equations that 
describe material behavior in the domain of the conceptual model. Abstractions are developed for 
either a single modeled process or combination of processes to reduce complexity while 
maintaining the validity of the process models for incorporation into the TSPA model. Abstracted 
representations of the more detailed process models are provided to the TSPA as response surfaces, 
lookup tables, parameter distributions, or other functions or correlations.

The TSPA model integrates the abstraction models, which describe the included FEPs as informed 
by site-specific information, analogues that assist in building confidence in the long-term processes 
evaluated in the TSPA, and relevant laboratory data concerning the natural and engineered 
materials. The TSPA approach provides for an analysis of the system that appropriately incorporates 
parameter distributions that are used to quantify uncertainty. By incorporating this uncertainty in 
multiple stochastic realizations, the TSPA model produces a range of long-term projections of 
repository performance. The multiple simulations of repository performance thus provide a means 
for a risk-informed analysis of system behavior that incorporates uncertainty in models and 
parameters based on scientific observations. The TSPA model then uses these data and models to 
assess the capability of the repository system to comply with the applicable regulatory standards.

Figure 2.3-2 provides a schematic representation of the TSPA model for multiple scenario classes. 
The nominal scenario class includes all of the FEPs identified through the FEP screening process 
described in Section 2.2, except for certain specific FEPs related to early failures, igneous activity, 
seismic activity, or a human intrusion. The early failure scenario class includes two modeling cases 
that incorporate FEPs that describe the potential for early waste package and drip shield failure in 
the absence of disruptive events. The igneous scenario class includes two modeling cases that 
address FEPs pertaining to disruptive igneous activity (igneous intrusion and volcanic eruption) that 
could affect the repository. The seismic scenario class considers two modeling cases that describe 
disruptive seismic activity (ground motion and fault displacement). Section 2.2.1 provides a 
discussion of the development of these scenario classes. 

The model abstraction topics discussed in the Section 2.3 subsections are treated in terms of TSPA 
model architecture as TSPA model components and submodels, as presented in Table 2.3-1.
Integration of the results for the individual abstraction topics in the TSPA model components and 
— —
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submodels is described in Sections 2.4.1 and 2.4.2.3.2.1. As shown in Figure 2.3-2, the nominal 
scenario class component models that feed directly into the TSPA include unsaturated zone flow, the 
EBS environment, waste package and drip shield degradation, waste form degradation, EBS 
transport, unsaturated zone transport, saturated zone flow and transport, and the biosphere. These 
abstractions are described in Sections 2.3.1 to 2.3.3 and 2.3.5 to 2.3.10. The other scenario classes 
also include these same processes and abstraction topics and, in addition, include events (early 
failure, igneous, and seismic) that may affect the performance of the engineered features. The 
potential for early waste package and drip shield failures is described in Section 2.3.6. For the 
igneous scenario class, magma intrusion into the repository and volcanic eruption modeling cases 
are analyzed in Section 2.3.11. For the seismic scenario class, seismic events with ground motions 
affecting the repository or fault ruptures intersecting the repository are analyzed, as are the potential 
coupled effects associated with drift collapse (Section 2.3.4).

Section 2.4.2.3.2.1.12 contains overviews of the models that are integrated within the TSPA model 
for the early failure, seismic, and igneous scenario classes. This section describes implementation 
of the process or abstraction model results in the TSPA and summarizes the flow of information 
between and among the models.

Integration with the Administrative and Safety Control Program—In the development of 
model abstractions for the TSPA, the analytical basis of the design has assumed that particular 
operating conditions will exist at the time the repository is closed. To ensure that those conditions 
exist at the time of closure, several operational parameters have been identified that will be subject 
to operational controls.

Table 1.9-9 identifies parameters that require either inspection, verification, or control during 
preclosure operations in order to ensure the TSPA analytical bases, including the development of 
contributing process models and their abstractions, are satisfied at the time of closure. The model 
abstractions have been developed using one representative configuration for emplaced waste that 
can accommodate a degree of variation in the details of the waste stream and emplacement.
Variations in the waste stream and emplacement will undoubtedly occur, as may variations in the 
natural setting. The Performance Confirmation Program described in Chapter 4 will address the 
geologic conditions actually encountered in the repository and compare them to conditions 
analyzed. The repository is designed to accommodate a range of operational considerations and 
waste characteristics (e.g., thermal load, age of waste at time of disposal, sequence and separation 
of waste packages) related to receipt and emplacement. This information is presented in 
Section 2.3.5 and in Section 2.3.4 (for geomechanical response). As the repository is constructed, 
the details of waste characteristics and emplacement will be considered in order to establish the 
specific values of the control parameters for each drift loading configuration. The development of 
these specific values will be performed through additional analysis prior to emplacement. The 
control of these parameter values will occur by use of the management systems, such as procedural 
safety controls or configuration management controls implemented during preclosure operations.

Integration with the Performance Confirmation Program—The TSPA abstraction models 
described in the Section 2.3 subsections are also integrated with the Performance Confirmation 
Program described in Chapter 4. Performance confirmation means the program of tests, 
experiments, and analyses that is conducted to evaluate the adequacy of the information used to 
demonstrate compliance with the performance objectives in proposed 10 CFR Part 63. The 
— —
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Performance Confirmation Program began during site characterization and will continue through 
construction, emplacement, and operation until permanent closure. The Performance 
Confirmation Program will monitor or test selected parameters, including some that serve as 
inputs to the abstraction models, to identify any significant changes in the conditions described in 
the license application that may affect compliance with the postclosure individual protection and 
groundwater protection standards. The risk-informed, performance-based Performance 
Confirmation Program will emphasize the monitoring and testing of parameters that have a 
significant impact on repository performance. The development of these parameters is based on 
the processes providing an important contribution to barrier capability as identified in 
Section 2.1.2. The data generated by performance confirmation activities will be used to evaluate 
abstraction models and increase confidence in the TSPA results. The performance confirmation 
activities relevant to the abstraction models are discussed in Chapter 4.
— —
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Table 2.3-1.  Model Abstraction Topics and TSPA Model Components Crosswalk 

Model Abstraction Areas
(Section 2.3)

TSPA Model Components
(Section 2.4)

TSPA Submodels
(Section 2.4)

Climate and Infiltration (Section 2.3.1) Unsaturated Zone Flow Climate

Infiltration

Unsaturated Zone Flow (Section 2.3.2) Unsaturated Zone Flow Fields

Water Seeping into Drifts (Section 2.3.3) Drift Seepage

In-Drift Physical and Chemical 
Environment 
(Section 2.3.5)

Drift Wall Condensation

EBS Environment EBS Thermal-Hydrologic Environment

EBS Chemical Environment

Waste Package and Drip Shield Corrosion 
(Section 2.3.6)

Waste Package and Drip 
Shield Degradation

Waste Package and Drip Shield 
Degradation

Waste Form Degradation and Mobilization 
and EBS Flow and Transport 
(Section 2.3.7)

Waste Form Degradation 
and Mobilization

Radionuclide Inventory

In-Package Chemistry

Cladding Degradation

Waste Form Degradation

Dissolved Concentration Limits

EBS Colloids

EBS Flow and Transport EBS Flow

EBS Transport

EBS-Unsaturated Zone Interface

Radionuclide Transport in Unsaturated 
Zone 
(Section 2.3.8)

Unsaturated Zone 
Transport

Unsaturated Zone Transport

Saturated Zone Flow and Transport 
(Section 2.3.9)

Saturated Zone Flow and 
Transport

Saturated Zone Flow and Transport

Biosphere Transport and Exposure 
(Section 2.3.10)

Biosphere Biosphere
— —
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Waste Package and Drip Shield Corrosion 
(Section 2.3.6)

Events Drip Shield Early Failure

Waste Package Early Failure

Igneous Activity 
(Section 2.3.11)

Igneous Intrusion

Igneous Event Time and Probability

Igneous Intrusion EBS Damage

EBS Thermal-Hydrologic Submodel 
Modifications for Igneous Intrusion

EBS Chemical Environment Submodel 
Modifications for Igneous Intrusion

Volcanic Eruption

Volcanic Interaction with the 
Repository

Atmospheric Transport

Tephra Redistribution

Biosphere Transport and Exposure 
(Section 2.3.10)

Volcanic Ash Exposure

Mechanical Degradation of the EBS 
(Section 2.3.4)

Ground Motion Damage

Fault Displacement Damage

Water Seeping into Drifts 
(Section 2.3.3)

Drift Seepage Submodel for Seismic 
Disruption

Mechanical Degradation of the EBS 
(Section 2.3.4)

EBS Thermal-Hydrologic Environment 
Submodel Modifications for Seismic 
Disruption

Waste Package and Drip Shield 
Degradation Submodel Modifications 
for Seismic Disruption

Table 2.3-1.  Model Abstraction Topics and TSPA Model Components Crosswalk (Continued)

Model Abstraction Areas
(Section 2.3)

TSPA Model Components
(Section 2.4)

TSPA Submodels
(Section 2.4)
— —
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Figure 2.3-1. Pyramid Illustrating the Iterative Process Utilized Over the Past 15 Years to Synthesize 
Design Information, Site Data, and Process Models to Build the Technical Basis for TSPA
— —
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Figure 2.3-2. Schematic Representation of the Development of the TSPA, Including the Nominal, 
Igneous, and Seismic Scenario Classes
— —
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2.3.1 Climate and Infiltration
[NUREG-1804, Section 2.2.1.3.5.3: AC 1, AC 2, AC 3, AC 4, AC 5]

The information presented in this section addresses the requirements of proposed 10 CFR 
63.114(a)(1) through (a)(5), (a)(7), and (b) for conducting the climate and infiltration portion of a 
performance assessment. The requirement of proposed 10 CFR 63.114(a)(6) is not referenced 
below because the degradation, deterioration, and alteration processes that are the subject of that 
section are addressed in Sections 2.2, 2.3.4 to 2.3.7, and 2.3.11. This section also provides 
information that addresses specific acceptance criteria in Section 2.2.1.3.5.3 of NUREG-1804.

The purpose of Section 2.3.1 is to describe and justify the climate and infiltration analyses and 
models used to define (1) the range of timing of climate change; (2) the analogue sites used to 
represent future climate states for the next 10,000 years; (3) the four infiltration maps for each of the 
present-day, monsoon, and glacial-transition climates (a total of 12 maps), showing areally 
distributed infiltration, and representing the 10th, 30th, 50th, and 90th percentile of infiltration; and 
(4) the initial weightings of these four maps.

With regard to climate and infiltration, this section presents the following:

• Data from the Yucca Mountain site and surrounding region, uncertainties and variabilities 
in parameter values, and alternative conceptual models used in the analyses

• Specific features, events, and processes (FEPs) included in the analyses, with appropriate 
technical bases for inclusion

• Technical bases for models used in the performance assessment.

The categories of information provided in this section, as well as the corresponding proposed 
10 CFR Part 63 regulatory requirements and NUREG-1804 acceptance criteria, are presented 
below. With regard to Acceptance Criteria 1(8) and 2(7) in Section 2.2.1.3.5.3 of NUREG-1804, no 
formal peer reviews were used to support development of the current models and analyses discussed 
in Section 2.3.1. Similarly, while an expert elicitation on unsaturated zone flow was conducted, the 
resulting information was not directly used in the development of the current models and analyses. 
In addition, Section 2.3.1 does not discuss the approach used for data qualification. However, 
scientific analyses, model development, and data qualification activities were conducted in 
accordance with project procedures that comply with Quality Assurance Program requirements. 
The project procedures governing data qualification are consistent with NUREG-1298 (Altman 
et al. 1988) in keeping with Acceptance Criterion 1(8).
— —
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SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference

2.3.1 Climate and Infiltration 63.114(a)(1) 
63.114(a)(2) 
63.114(a)(3) 
63.114(a)(4) 
63.114(a)(5) 
63.114(a)(7) 
63.114(b) 
63.342(c)

Section 2.2.1.3.5.3: 
Acceptance Criterion 1 
Acceptance Criterion 2 
Acceptance Criterion 3 
Acceptance Criterion 4 
Acceptance Criterion 5

2.3.1.1 Summary and Overview Not applicable Not applicable

2.3.1.2 Climate See details in 
sections below

See details in sections below

2.3.1.2.1 Conceptual Description of Climate 63.114(a)(1)
63.114(a)(4)
63.114(a)(5)
63.342(c)

Section 2.2.1.3.5.3:
Acceptance Criterion 1(1) 
Acceptance Criterion 1(2) 
Acceptance Criterion 1(7)

2.3.1.2.2 Paleoclimatological Data and Data 
Uncertainty

63.114(a)(1)
63.114(a)(2)

Section 2.2.1.3.5.3:
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 1(4) 
Acceptance Criterion 1(7) 
Acceptance Criterion 2(1) 
Acceptance Criterion 2(2) 
Acceptance Criterion 2(3) 
Acceptance Criterion 2(4) 
Acceptance Criterion 3(1) 
Acceptance Criterion 3(2)

2.3.1.2.3 Climate Analysis and Uncertainty 63.114(a)(2) 
63.114(a)(3) 
63.114(a)(7)

Section 2.2.1.3.5.3:
Acceptance Criterion 1(3)
Acceptance Criterion 1(5) 
Acceptance Criterion 1(6) 
Acceptance Criterion 1(7) 
Acceptance Criterion 2(2) 
Acceptance Criterion 2(3) 
Acceptance Criterion 2(4) 
Acceptance Criterion 2(5) 
Acceptance Criterion 2(6) 
Acceptance Criterion 3(1) 
Acceptance Criterion 3(3) 
Acceptance Criterion 3(4) 
Acceptance Criterion 4

2.3.1.3 Infiltration See details in 
sections below

See details in sections below

2.3.1.3.1 Conceptual Description of Infiltration 
Processes

63.114(a)(1) 
63.114(a)(4) 
63.114(a)(5)

Section 2.2.1.3.5.3: 
Acceptance Criterion 1(1) 
Acceptance Criterion 1(2)
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2.3.1.1 Summary and Overview

Section 2.1.2.1 describes the capability of the Upper Natural Barrier, which is the natural 
environment located between the repository horizon and the ground surface, to prevent or 
substantially reduce the amount and the rate of water seeping into emplacement drifts. This barrier 
prevents or substantially reduces the rate of movement of water from the repository to the accessible 
environment. The capability of the Upper Natural Barrier is affected by the processes of climate 
change, precipitation, and infiltration that are described in this section. In the climate analysis, 
annual precipitation and air temperatures for future climate states were forecast on the basis of 
paleoclimate data and earth-orbital parameters. Analogue sites were identified with weather 
conditions similar to future climate states expected to occur at Yucca Mountain, and data from these 
sites were used to estimate upper and lower ranges of precipitation and temperatures for the future 
climates. Using this information, an infiltration model was developed on the basis of geologic and 
hydrologic studies of soil and bedrock properties, as well as data from precipitation and temperature 
monitoring. This model was used to develop spatial and temporal infiltration predictions for 

2.3.1.3.2 Infiltration Data and Data Uncertainty 63.114(a)(1) 
63.114(a)(2) 
63.114(b)

Section 2.2.1.3.5.3: 
Acceptance Criterion 1(2) 
Acceptance Criterion 1(3)
Acceptance Criterion 1(4) 
Acceptance Criterion 1(7) 
Acceptance Criterion 2(1) 
Acceptance Criterion 2(2) 
Acceptance Criterion 2(3) 
Acceptance Criterion 2(4) 
Acceptance Criterion 3(1) 
Acceptance Criterion 3(2)

2.3.1.3.3 Infiltration Modeling and Uncertainty 63.114(a)(2) 
63.114(a)(3) 
63.114(a)(7) 
63.114(b) 
63.342(c)

Section 2.2.1.3.5.3: 
Acceptance Criterion 1(3)
Acceptance Criterion 1(5) 
Acceptance Criterion 1(6) 
Acceptance Criterion 1(7) 
Acceptance Criterion 2(2) 
Acceptance Criterion 2(3) 
Acceptance Criterion 2(4) 
Acceptance Criterion 2(5) 
Acceptance Criterion 2(6) 
Acceptance Criterion 3(1) 
Acceptance Criterion 3(3) 
Acceptance Criterion 3(4) 
Acceptance Criterion 4

2.3.1.3.4 Confidence Building and Abstraction of 
the Infiltration Model

63.114(a)(7)
63.114(b)
63.342(c)

Section 2.2.1.3.5.3:
Acceptance Criterion 1(2)
Acceptance Criterion 1(3)
Acceptance Criterion 4(1)
Acceptance Criterion 5

2.3.1.4 Conclusions Not applicable Not applicable

SAR 
Section Information Category

Proposed
10 CFR Part 63

Reference NUREG-1804 Reference
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present-day conditions, and for the climate states expected during the first 10,000 years after 
disposal. These infiltration predictions serve as inputs to the site-scale unsaturated zone flow model
that is described in Section 2.3.2.

To address the time period after 10,000 years and during the period of geologic stability, the U.S. 
Nuclear Regulatory Commission (NRC) has proposed revisions to 10 CFR Part 63 that specify a 
deep percolation flux to vary between 13 and 64 mm/yr. Net infiltration estimates are not 
calculated for the period after 10,000 years, because the proposed NRC rule specifies deep 
percolation and not infiltration. The implementation of the proposed NRC rule is described in 
Section 2.3.2.3.5.1, where deep percolation in the unsaturated zone is described. As a result, the 
discussion of climate and net infiltration is limited to the first 10,000 years following repository 
closure.

The features and processes relating to climate and infiltration that have been determined to be 
important to the capability of the Upper Natural Barrier (Section 2.1.2.1 and Table 2.1-2) include
the following:

• Climate Change—The Upper Natural Barrier substantially reduces the amount of 
precipitation entering the repository. Long-term climate change processes can 
significantly affect the amount of precipitation that falls in any year, as well as 
temperature, humidity, and vegetation. As a result, the climate state affects the amount of 
water available and the key processes that control infiltration into the surficial soils and 
percolation through the unsaturated zone. The effects of climate change have been 
included in the analysis described in Sections 2.3.1.2.1.2, 2.3.1.2.3.1, 2.3.1.3.3.1.2, 
and 2.3.1.4.

• Climate Modification Increases Recharge—The net effect of climate change in the 
10,000 years after closure is to increase the amount of water that precipitates and can 
infiltrate and eventually percolate through the unsaturated zone. This increased net 
infiltration (potential recharge) is calculated by the infiltration model presented in 
Section 2.3.1.3.3.1.

• Precipitation—Precipitation processes are important in the evaluation of the net 
infiltration into the bedrock below the surficial soils. Given the arid climate at Yucca 
Mountain, precipitation events are intermittent and result in long periods of time when 
there is a net evapotranspiration from the surficial soils interspersed with short-duration 
precipitation events that can result in some infiltration. Precipitation rates during past, 
current, and future climate states are described in Sections 2.3.1.2.3.1, 2.3.1.2.3.2, 
and 2.3.1.3.2.1.1.

• Topography and Morphology—The topography and morphology of the ground surface 
above the repository are such that a portion of the precipitation that falls at Yucca 
Mountain is unavailable for infiltration due to surface runoff. The effects of temporal 
variability in precipitation and the effects of topography on surface runoff have been 
included in the assessment of net infiltration and the uncertainty in net infiltration set 
forth in Sections 2.3.1.3.1.3, 2.3.1.3.2.1.1, and 2.3.1.3.4.1.
— —
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• Rock Properties of Host Rock and Other Units—The hydrologic characteristics of the 
surficial soils (and bedrock underlying surficial soils) above the repository affect the 
amount of net infiltration. Soil retention and evapotranspiration processes limit net 
infiltration. The hydrologic characteristics of the surface soils and bedrock underlying 
surficial soils at Yucca Mountain are described in Sections 2.3.1.3.2.1.3 and 2.3.1.3.2.1.4.

• Surface Runoff and Evapotranspiration—Surface water runoff and evapotranspiration 
are components in the water balance, together with precipitation, infiltration, and change 
in soil water storage. Surface runoff produces erosion and can feed washes, arroyos, and 
impoundments, where flooding may lead to increased recharge. Evapotranspiration 
removes water from soil and rock by evaporation and transpiration via plant root water 
uptake. Surface runoff and evapotranspiration processes are described in 
Sections 2.3.1.3.1.1, 2.3.1.3.1.2, 2.3.1.3.2.1.5, 2.3.1.3.3.1.1, and 2.3.1.3.4.1.

• Infiltration and Recharge—Net infiltration is the net result of the above processes. 
These processes result in a significant reduction in the amount of water available to 
percolate into the unsaturated zone beneath the surficial soils. Net infiltration is calculated 
in the infiltration model presented in Sections 2.3.1.3.1, 2.3.1.3.1.1, 2.3.1.3.3, and 
2.3.1.3.3.1.2. The process of groundwater recharge is described in Section 2.3.2.

• Fractures—Open fractures in the bedrock will tend to increase the bedrock effective 
hydraulic conductivity and result in an increased rate of net infiltration into the 
subsurface. However, a lower effective conductivity of the bedrock will tend to increase 
water storage in the surficial soil and increase the effectiveness of runoff and 
evapotranspiration, thereby reducing the rate of net infiltration into the subsurface. The 
effects of fractures on bedrock permeability are described in Section 2.3.1.3.2.1.4.

• Fracture Flow in the Unsaturated Zone—Fracture flow in the bedrock beneath the 
surficial soil affects the rate of water movement below the soil–bedrock contact, 
especially in areas of thin soils. The rate of water flow in fractures at the soil–bedrock 
interface is influenced by fracture properties such as fracture frequency and permeability. 
The effects of fractures on bedrock permeability are described in Section 2.3.1.3.2.1.4.

Role of Climate Analysis and Infiltration Model in the Total System Performance 
Assessment—Figure 2.3.1-1 provides an overview of some of the key information and data 
sources used to develop the analysis and models described in this section; it also illustrates 
linkages to the models that use the infiltration estimates to develop inputs to the total system 
performance assessment (TSPA). Figure 2.3.1-2 shows the overall information transfer within the 
model components and submodels of the TSPA for the nominal scenario class, which represents 
the undisturbed performance of the repository system. The upper right portion of the figure 
represents the flow of information from the climate analysis and infiltration model through the 
site-scale unsaturated zone flow model, which provides the unsaturated zone flow fields for use in 
both unsaturated zone transport and the multiscale thermal-hydrologic model.

The climate analysis provides a forecast of the mean annual temperature and precipitation for future 
climate states at Yucca Mountain that were developed through evaluation of paleoclimate data, 
earth-orbital parameters, and analogue sites (meteorological stations selected to provide 
— —
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precipitation and temperature data). Upper and lower bounds for the important climatic conditions 
for each future climate state were developed to account for uncertainty in the analysis. The 
infiltration model provides spatially distributed net infiltration of meteoric water, which is used as 
input to the site-scale unsaturated zone flow process model (Section 2.3.2). The net infiltration rates 
are varied for three climate states: present-day, monsoon, and glacial-transition. For each of the 
three climate states, 40 realizations of net infiltration were simulated that produced 40 maps of 
areally distributed net infiltration across the infiltration model domain. These maps include the 
effect of uncertainty in the climate, surface, and near-surface parameters that affect infiltration. Of 
the 40 maps generated per climate, 4 maps representing the 10th, 30th, 50th, and 90th percentiles 
of the average net infiltration are selected to be passed to the unsaturated zone flow model. With 
three climate states and four maps per state, a total of 12 net infiltration maps are used to represent 
the range of infiltration conditions over the next 10,000 years (SNL 2007, Table 6.1-2). The initial 
values of the relative weights for these four maps are 0.2, 0.2, 0.3, and 0.3, for the 10th, 30th, 50th, 
and 90th percentile maps, respectively. The values of these weights are adjusted as part of the 
unsaturated zone model calibration and validation activities to obtain appropriately weighted 
boundary conditions for analysis of deep percolation in the unsaturated zone, as described in 
Section 2.3.2.4.1.2.4.2. This approach incorporates potentially significant uncertainties in 
infiltration into the estimate of water flux reaching the repository.

Features, Events, and Processes Evaluated in the Climate Analysis and Infiltration 
Model—The complete list of FEPs, both included and excluded, is presented in Table 2.2-1. 
Table 2.3.1-1 lists the FEPs addressed in Section 2.3.1, and summarizes the technical basis and 
approach for their inclusion in the climate analysis and infiltration model. Features that are included 
are surface characteristics, such as topography, and rock properties and stratigraphic information 
that are necessary for estimating net infiltration. Processes that are included are climate change, 
precipitation, surface runoff and evapotranspiration, and infiltration and recharge as well as other 
processes necessary to develop the climate analysis and infiltration model. The basis for exclusion 
of climate- and infiltration-related FEPs from the TSPA is provided in Table 2.2-5.

Results of Climate Analysis and Infiltration Modeling—The climate analysis forecasts three 
climate states over the next 10,000 years (Section 2.3.1.2.3.1.1). The next 600 years is forecast to 
continue with present-day climate conditions. For the subsequent 1,400 years, a warmer and much 
wetter monsoon climate is forecast, which has approximately 60% greater average annual 
precipitation, and average annual infiltration ranges from 1.2 to 2.4 times greater than present-day 
values for the infiltration modeling domain. The remainder of the 10,000 year period is forecast to 
experience a glacial transition climate that is wetter and cooler than the present-day and monsoon 
climates. Average precipitation during this glacial-transition climate state is slightly higher than 
during the monsoon climate, while the average annual infiltration ranges from 1.8 to 3.3 times 
greater than present-day values for the infiltration modeling domain. The mean net infiltration 
over the infiltration model domain during the present-day, monsoon, and glacial-transition 
climates is predicted to be 14.3, 25.5, and 30.0 mm/year, respectively. The mean precipitation over 
the infiltration model domain during the present-day, monsoon, and glacial-transition climates is 
predicted to be 173.6, 275.2, and 283.4 mm/year, respectively. Evapotranspiration is predicted to 
account for 87.7%, 84.9%, and 86.2% of precipitation during the present-day, monsoon, and 
glacial-transition climates, respectively. Runoff is predicted to account for 2.1%, 5.4%, and 0.4% 
of precipitation during the present-day, monsoon, and glacial-transition climates, respectively. Net 
infiltration is predicted to account for 8.0%, 8.7%, and 10.4% of precipitation during the 
— —
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present-day, monsoon, and glacial-transition climates, respectively. The predicted net infiltration 
generally is lowest for the present-day climate, and increases in the monsoon and glacial-transition 
climates. However, net infiltration predictions for the monsoon climate span a greater range than 
predictions for the glacial-transition climate. This is the result of a greater amount of uncertainty 
in the expected precipitation in the monsoon climate than for the glacial-transition climate (SNL 
2008a, Section 6.5.7.8[a]).

The infiltration model provides spatially distributed, time-averaged (steady-state) net infiltration 
rates for each of the three climate states described above. The net infiltration rates are provided as 
12 maps representing the 10th, 30th, 50th, and 90th percentile realizations of the total of 40 maps 
produced for each climate (Section 2.3.1.3.3.1.2). Using the infiltration maps as boundary 
conditions, the site-scale unsaturated zone flow model generates 12 three-dimensional flow fields 
to represent the present-day, monsoon, and glacial-transition climates, which serve as input to the 
TSPA (SNL 2007, Table 6.1-2; Section 2.3.2.1). These 12 unsaturated zone flow fields are based on 
net infiltration boundary conditions for analysis of deep percolation in the unsaturated zone 
(Section 2.3.2). Tables 2.3.1-2, 2.3.1-3, and 2.3.1-4 show the minimum, mean, median, maximum, 
standard deviation, and the 10th, 30th, 50th, and 90th percentile net infiltration and precipitation 
results for present-day, monsoon, and glacial-transition climate states. Section 2.4.2.3.2.1.1
describes the implementation and integration of outputs from the site-scale unsaturated zone flow 
model in the TSPA.

2.3.1.2 Climate
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(1), (2), (4) to (7), AC 2(1) to (6), AC 3(1) to 
(4), AC 4(1) to (3)]

Climate describes the characteristic weather conditions for a location. Dominant climate states for 
the next 10,000 years at Yucca Mountain have been defined as present-day, monsoon, and glacial- 
transition. Applied to Yucca Mountain, climate is used to distinguish between periods of 
significantly different precipitation, distribution of precipitation, and temperature. Weather is 
characterized by the detailed measurements of atmospheric conditions at a location (rainfall, 
temperature, wind speed, relative humidity, barometric pressure, etc.). Weather conditions vary 
over time scales that are much smaller than changes in climate states. The characteristics of the local 
weather and the present and future climate at Yucca Mountain are both required to predict net 
infiltration at Yucca Mountain.

The climate analysis (BSC 2004a) is used to interpret past climate indicators in order to 
(1) determine a method to select future climate states; (2) identify the future climate states; 
(3) determine the timing of the future climate states; and (4) identify analogue locations with 
climates that best represent the future climates to be expected at Yucca Mountain. The weather 
records at these analogue climate sites are used to simulate weather conditions at Yucca Mountain 
during the future climate states.

2.3.1.2.1 Conceptual Description of Climate
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(1), (2), (7)]

The present climate at Yucca Mountain and the analysis by which future climate is forecast are 
presented below. The FEPs included in the climate analysis are provided in Table 2.3.1-1. The 
— —
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climate at Yucca Mountain will change from the present-day climate state to future climate states 
that are generally wetter and, except for the monsoon climate, generally cooler than present-day. For 
the monsoon climate, mean annual precipitation and air temperature are predicted to increase. The
representation of the post-10,000-year climate is a constant percolation flux specified in proposed 
10 CFR 63.342(c)(2).

2.3.1.2.1.1 Regional Climatic Characteristics

The section provides some general information on the climatic and meteorological conditions in the 
Yucca Mountain area. For details on the current climate and meteorology in the vicinity of Yucca 
Mountain, see Section 1.1.3.

The Basin-and-Range topography of Nevada has a strong influence on local meteorological 
conditions, and longer-term regional climatic and meteorological data have been supplemented 
with more than 20 years of site-specific data to characterize the meteorological conditions in the 
Yucca Mountain area. Both regional and site-specific data show the influence of elevation on 
precipitation and temperature: generally, the higher the elevation, the higher the precipitation and 
the lower the temperature (CRWMS M&O 1997a, pp. 4-10 and A-19; SNL 2006, Sections 6.1.5 
and 6.2.5).

Precipitation—The aridity of southern Nevada is partly due to the blocking of Pacific moisture in 
westerly airflow by the Sierra Nevada mountains, which is an example of the rain-shadow effect. 
Some maritime polar air masses have strong enough westerly airflow and moisture sources to 
bring storms and precipitation into southern Nevada, typically during the winter months. These 
storms can be accompanied by strong winds and periods of relatively steady rainfall. Snowfall is a 
rare occurrence at the lower elevations in southern Nevada, but it can occur a few times during the 
winter at the elevations of the upper portion of Yucca Mountain (CRWMS M&O 1997a, p. 4-1). 
During the summer months, moisture from both the eastern Pacific and the Gulf of Mexico can be 
transported into the southwestern United States during a monsoon season of southerly moist 
airflow. Occasionally, this moisture can travel sufficiently north and west to reach southern 
Nevada, causing convective air mass thunderstorms with periods of intense rainfall, wind, and 
lightning in the region (Hansen et al. 1977, p. 12).

In a study of atmospheric circulation patterns relevant to streamflow in the southwestern United 
States, strong correlations were noted between regional streamflow and Type I El Niño Southern 
Oscillation and La Niña occurrences (CRWMS M&O 1997a, p. 4-2). Type I El Niño Southern 
Oscillation occurrences are typically followed by a wet December through July precipitation 
season. Seven such events occurred during the period of 1948 to 1988. Conversely, the La Niña 
occurrences are typically followed by a dry February through July period. The study identified 
1983—an intense Type I El Niño Southern Oscillation occurrence—as the only year having 
streamflows above median levels during all 12 months. The impact of El Niño conditions on Yucca 
Mountain weather is described in the Yucca Mountain Site Description (BSC 2004b, Section 6.3.3).
At Yucca Mountain, winter precipitation was sufficient in water years 1995 and 1998 to produce 
runoff in several subbasins on the Yucca Mountain site that was used during validation of the net 
infiltration model (SNL 2008a, Section 7.1.3).
— —
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Precipitation and temperature data are available from meteorological stations in the vicinity of 
Yucca Mountain and the Nevada Test Site (Figure 2.3.1-3) for simulating net infiltration during the 
present day climate, and from meteorological stations in the Western United States for simulating 
net infiltration during future climates (Figure 2.3.1-4) (SNL 2006, Figures 4.1-1 and 4.1-2, and 
Section 4.1). Station 4JA is located in Jackass Flats about 15 km east–southeast from Yucca 
Mountain, at an elevation of 1,043 m above mean sea level. Records from station 4JA collected 
from 1959 to 2004 indicate that mean annual precipitation at that location was 145 mm. At 
Amargosa Farms, 30 km south of Yucca Mountain, at an elevation of 747 m, mean average annual 
precipitation for 1965 to 2004 was 106 mm. At Area 12 on the Nevada Test Site (Site A12), located 
43 km north-northeast of Yucca Mountain at an elevation of 2,283 m, mean annual precipitation for 
1960 to 2004 was 319 mm (SNL 2006, Section 6.2.5.1). Two other stations in the vicinity of Yucca 
Mountain include 40MN, located about 24 km northeast at an elevation of 1,469 m, mean annual 
precipitation for 1961 to 2004 of 209 mm/yr and Cane Spring, located about 32 km east at an 
elevation of 1,219 m, mean annual precipitation for 1965 to 2004 of 195 mm/yr (SNL 2006, 
Section 6.2.5.1).

Site-specific data for Yucca Mountain are available from a meteorological network operated since 
December 1985 (BSC 2004b, Table 6-2). The network site locations (Figure 2.3.1-3) and 
measurements were chosen to characterize local airflow and atmospheric dispersion, support 
engineering design of surface facilities, and comply with the State of Nevada air-quality permit 
conditions related to site characterization field activities. Site 2 (Yucca Mountain station) is on the 
ridgetop of Yucca Mountain, near its northern end, at an elevation of 1,478 m above mean sea level. 
Mean average annual precipitation at Site 2 for the 12-year period from 1993 through 2004 was 
191 mm (SNL 2006, Table 6.1-4). For the 12-year period from 1993 through 2004, the highest 
average annual precipitation of 213 mm was observed at Site 6 (elevation of 1315 m), and the 
lowest average annual precipitation of 110 mm was observed at Site 9 (elevation 838 m) (SNL 
2006, Table 6.1-4). The average annual precipitation of the four stations on Yucca Mountain (Sites 
1, 2, 3, and 6) is 199 mm. Although there are several other weather stations near Yucca Mountain 
(such as Sites 8 and 9), Sites 1, 2, 3, and 6 are primarily used here because they are the closest 
stations to the repository footprint.

Temperature—Air temperatures in the Yucca Mountain region show less variation with elevation 
than precipitation (CRWMS M&O 1997a, p. 4-12; SNL 2006, Section 6.1.5.3). For the period of 
1993 through 2004, average daily minimum and maximum temperatures vary systematically 
during the year at Sites 1, 2, 3, 6, and 9. The lowest average daily minimum temperatures of about 
0°C occur at Site 6 in the winter, and the highest average daily maximum temperatures of 38°C 
occur in the summer at Site 9 (SNL 2006, Figures 6.1-26 and 6.1-27). Within the region of Yucca 
Mountain, two other stations (MEDA 12 and MEDA 26) have been used to provide temperature 
records. These two stations are used to substitute temperature records at stations Area 12 and 4JA, 
which do not have temperature records.

Evapotranspiration—Evapotranspiration is the combined process of evaporation and plant 
transpiration. To quantify this process, precipitation is compared with the water equivalent of 
energy available for evaporation and sensible heat flux. In arid regions such as Yucca Mountain, 
precipitation is less than the available energy for evapotranspiration. As mentioned above, the 
average precipitation at Yucca Mountain is approximately 199 mm/yr for the period of 1993 
through 2004. Average annual potential evapotranspiration has been calculated to be 
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approximately 1,700 mm/yr for two sites near Yucca Mountain (Area 3 and Area 5 within the 
Nevada Test Site (DOE 2001, p. 10)), and approximately 1,500 mm/yr using a potential 
evapotranspiration atlas for Nevada (Shevenell 1996, Figure 21). Using these values, potential 
evapotranspiration is approximately 8 times greater than the average annual precipitation rate at 
Yucca Mountain.

2.3.1.2.1.2 Climate and Climate Change

An analysis was performed to estimate climatic variables for the next 10,000 years by forecasting 
the timing and nature of climate change at Yucca Mountain. The future-climate forecast is based on 
an analysis of paleoclimate data for timing, magnitude, and duration of climate change. Analogue 
meteorological stations were selected from sites throughout the western United States to represent 
future climate conditions. The analogue stations provide the upper and lower bounds for 
precipitation and temperature conditions for each future climate state forecast to occur at Yucca 
Mountain during the next 10,000 years. Current meteorological data from the analogue climate sites 
(SNL 2006, Section 6.3) were then used as input to the infiltration model (BSC 2004a, Section 6.6.2; 
SNL 2008a, Appendix F).

Forecasting future climatic conditions was employed, rather than numerical modeling, because 
numerical modeling requires that future climate boundary conditions be known (BSC 2004a, 
Section 7.1). Future boundary conditions are not known, and use of present-day values or estimates 
of future values would produce output of limited value. However, the forecasting approach is 
reasonable in that it is based on both a consistent interpretation of a large body of paleoclimatic data 
and sound conclusions about the relation between climate change and specific earth-orbital cycles: 
the orbit shape (eccentricity) and the tilt wobble (precession) (BSC 2004a, Section 6.4; Sharpe 
2003, Section 6.4.2).

The technical basis for forecasting future climate is based on well-established scientific 
observations and theory (BSC 2004a, Section 5; Sharpe 2003, Section 5):

• Climate is cyclical, so past climates provide insight into future climates.

• A relationship exists between the timing of long-term past climate change (i.e., glacial 
and interglacial cycles) and the timing of changes in certain earth-orbital parameters. This 
relationship establishes a millennial-scale climate-change clock, which provides a means 
to predict the timing of future climate changes.

• A relationship also exists between the characteristics of past climates and the sequence of 
those climates in the long, approximately 400,000 year, earth-orbital cycle. The 
characteristics of past glacial and interglacial climates within the long earth-orbital cycle 
differ from each other and do so in a systematic way. This climate sequence relationship 
provides a sound basis for the selection of a particular past climate as an analogue for 
future climate.

• Long-term earth-based climate forcing functions, primarily tectonics, operate on a 
million-year timescale and have remained relatively constant during the last long 
earth-climate cycle (400,000 years) and will not change during the next 10,000 years. 
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Consequently, the potential impact of long-term earth-based forcing functions on climate 
need not be considered for the next 10,000 years.

Table 2.3.1-5 summarizes the paleoclimate data used for forecasting future climate change. These 
data consist of calcite data from Devils Hole that span the period of 59,800 to 567,700 years before 
present (Landwehr et al. 1997, Table 1); earth-orbital information that spans 800,000 years (two 
400,000-year-long climate cycles), including the younger long climate cycle and the older long 
climate cycle; and fossil and microfossil data from Owens Lake that span over 800,000 years 
(Bischoff et al. 1997). Section 2.2.1.3.5 of NUREG-1804 (AC 1(7)) states that projections of future 
climate change should be based on evaluation of paleoclimate information over the past 500,000 
years. Although the data sets described above cover more than 500,000 years, because the 
earth-orbital cycle is a 400,000 year period, only those portions of the developed data sets, such as 
the composite stratigraphic distribution of common lacustrine ostracode species (small crustaceans
routinely used in fossil dating) from the Owens Lake record, and the Devils Hole calcite δ18O data, 
covering the last 400,000 years, are required for climate analyses (BSC 2004a, Section 6.5.1). For 
example, although calcite δ18O and radiometric dating data from Devils Hole are available for 
507,900 of the past 567,700 years (Landwehr et al. 1997), only the data representing the period of 
425,000 to 59,800 years before present were used in the analysis of the cyclical nature of climate 
change for the last 400,000 year cycle (BSC 2004a, Figure 6-3).

2.3.1.2.1.2.1 Relations between Present and Past Climate

The present-day earth climate system is a three-component system (Figure 2.3.1-5) consisting of 
two active components—the tropical (Hadley) cell and polar cell air masses—and a more passive 
mixing zone between them (the westerlies or Ferrel cell) (BSC 2004a, Section 6.2). At the northern 
edge of the tropical air masses, the subtropical highs consist of high-pressure, descending air that 
creates a hot, dry, low-precipitation, and high-evaporation climate. The subtropical highs define the 
global hot desert belts and dominate the climate of the Yucca Mountain region today. Regions south 
of the subtropical highs fall under the influence of the much wetter subtropical easterlies. At the 
southern edge of the polar air masses, the polar lows consist of low-pressure, rising air that creates 
a cool, wet, high-precipitation and low-evaporation climate. The average seasonal position of the 
polar lows corresponds with the southern extent of the boreal forests (forest areas and tundras of the 
northern temperate zone and Arctic region); the southward movement of these polar lows also 
influenced some past glacial climates in the Yucca Mountain region. The northernmost part of the 
polar air mass is characterized, especially in winter, by dense, cold, descending, high-pressure air, 
low-precipitation, and low-evaporation climates. Airstreams flow southward from these 
high-pressure cells producing the Arctic (polar) easterlies. The Arctic highs also influenced some 
past glacial climates in the Yucca Mountain region (BSC 2004a, Section 6.2).

The mixing zone between the tropical and polar air masses, the westerlies, is a complex weather 
system consisting of high- and low-pressure air masses or cells that often produce storms along their 
boundaries. These high- and low-pressure cells may be short-lived (hours or days), or they may 
persist for a week or more. The precipitation and temperature characteristics within the westerlies 
are typically seasonal and are related to the proximity of the tropical or the polar air masses. The 
southern edge of the polar lows, along the boundary with the westerlies, is commonly called the 
polar front and is the area where the polar jet stream resides. The polar jet stream acts as a steering 
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current for westerly storms. Similarly, the northern edge of the subtropical highs is referred to as the 
subtropical front and is the location of the subtropical jet stream (BSC 2004a, Section 6.2).

In southern areas of the United States, tropical air masses and warm westerlies dominate the climate, 
whereas, in northern areas, the climate is dominated by polar air masses. The general climate 
associated with these air masses is often modified by regional features, such as topography, large 
lakes, and the oceans. The Sierra Nevada and the Transverse Range have exerted significant control 
over the past and present-day Yucca Mountain climate. These mountain ranges cut the Yucca 
Mountain region off from its major moisture source, the Pacific Ocean, and especially the 
subtropical Pacific Ocean. By creating and sustaining a major rain shadow in the Yucca Mountain 
region, the mountain ranges also have amplified the evaporative action of the subtropical highs 
during present-day and past interglacial climates. This subtropical high-dominated climate regime 
has dominated the regional climate for about the past 9,000 to 10,000 years, with some episodes 
being hotter and drier, others being cooler and wetter, and others being warmer and wetter than the 
present-day (BSC 2004a, Section 6.2).

The present-day interglacial climate, and that of the past 8,000 years or so, is not typical of climate 
during the last several hundred thousand years. Past climates have included glacial periods and a 
variety of intermediate climates between glacial and interglacial, which may be thought of in terms 
of dominance of the polar and tropical air masses. The expansion of continental ice into the United 
States during glacial periods means that the polar air masses expanded and became persistent in 
more southern areas throughout the year. Because the basic physical laws of atmospheric circulation 
are conserved when the polar air masses expand and become more persistent, the polar lows must 
also move southward, both in the sense of the seasonal extreme and their average position. As the 
polar lows expand southward, the wet, cool, boreal realm moves southward, resulting in wetter and 
cooler conditions in places that today are warmer and drier (BSC 2004a, Section 6.2).

In the Yucca Mountain region, a glacial climate would mean subtropical highs would be less 
persistent, so mean annual temperature, summer temperature, and the high summer evaporation 
would be lower, resulting in the potential for more infiltration. In addition, more frequent and 
persistent incursions of polar-low activity would result in more rain and snow during glacial periods 
than today. Infiltration would be increased further during these periods because winter precipitation, 
as melting snow, would be less likely to evaporate or be used by the vegetation 
(i.e., evapotranspiration would be much lower). During some glacial periods, when large 
continental ice sheets existed, Arctic highs were likely resident in the Yucca Mountain region for 
much or perhaps all of the year, resulting in very cold and dry conditions with limited evaporation. 
Relative to present-day climate, infiltration would be higher during these cold, dry climates because 
evapotranspiration would be lower (BSC 2004a, Section 6.2).

The Yucca Mountain region also has experienced different types of interglacial periods, some of 
which were warmer and wetter than the present-day interglacial period. During these periods, the 
subtropical highs expanded or intensified or both, resulting in a northward shift of the southwestern 
monsoon. Summer precipitation likely increased, resulting in higher mean annual precipitation, but 
much of it was lost to evapotranspiration due to higher air temperatures and active transpiration by 
vegetation. Conversely, there were also times during glacial-transition climates that were wetter and 
cooler (but not extremely cold) than during some glacial periods, potentially enhancing infiltration 
(BSC 2004a, Section 6.2).
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On timescales of hundreds of thousands of years, climate change is large, and change in climate 
parameters affecting infiltration is also large. Historically, the largest amounts of infiltration at 
Yucca Mountain probably occurred when very large continental ice sheets existed, resulting in cold, 
low evaporative conditions in the region. Evidence shows that glacial periods were of limited 
duration, lasting from a few thousand years to as much as 35,000 years for a major glacial period that 
occurred from about 140,000 to 175,000 years ago. The interglacial (present-day) climates persisted 
for only about 20% of the documented interglacial and glacial history. Thus, much of the Yucca 
Mountain climate history is dominated by glacial-transition climates. In addition, it appears that 
each glacial and interglacial period had a characteristic climate with unique infiltration 
characteristics (BSC 2004a, Section 6.2).

Understanding the controls exerted on present climates in the Yucca Mountain region by 
atmospheric circulation patterns, as well as the importance of local and regional topography, 
provides a framework for analyzing the various paleoclimate data sources. The duration of past 
climates affecting the Yucca Mountain region reflects the manner in which these atmospheric 
controls have been influenced by earth-orbital parameters, which are discussed in 
Section 2.3.1.2.1.2.3. The combined effects are responsible for the cyclical nature of past climates, 
which is an element of the technical basis for forecasting future climates.

2.3.1.2.1.2.2 The Devils Hole Oxygen Isotope Record as Evidence of Cyclical 
Climate Change

Isotopic information in the geologic record indicates that past climate change exhibits a cyclical 
pattern, making it possible to deduce that future climate change should exhibit a similar pattern 
(BSC 2004a, Section 6.3). The δ18O isotope record from a calcite core at Devils Hole, Nevada, 
about 50 km south of Yucca Mountain (Figure 2.3.1-6), indicates that past climate cycles are a series 
of glacial–interglacial couplets (Figure 2.3.1-7). Devils Hole is a water-filled, cave-like, active 
extensional fracture in the Paleozoic limestone that composes the regional Paleozoic aquifer. 
During the last 567,700 years, calcite has precipitated on the walls of the fracture, leaving an 
isotopic record of the regional groundwater flowing through the fracture (Winograd, Coplen et al. 
1992, p. 255; Landwehr et al. 1997, Table 1). The δ18O data from the calcite deposits show an 
irregular cyclicity between high and low values of δ18O over the period of calcite deposition 
(Landwehr et al. 1997, Table 1). Uranium-series ages were also determined for the calcite core to 
provide chronologic control for interpretation of the δ18O data (Ludwig et al. 1992, pp. 284 to 287).

Analysis of the cycles in the δ18O data from Devils Hole covers the past 425,000 years 
(Figure 2.3.1-7). The 425,000 year data set encompasses the younger long 400,000 year climate 
cycle (400,000 years ago to present) and the end of the older long 400,000 year climate cycle. This 
data set reflects a cyclic change from interglacial to glacial climates, each of which can be identified 
by a number for a marine isotope stage, or an oxygen isotope stage (OIS), where odd numbers are 
interglacials and even numbers are glacials (BSC 2004a, Section 6.3). The OISs, derived from the 
marine carbonate δ18O records, are widely accepted climate benchmarks and reflect changes in δ18O 
values of ocean water as continental ice sheets expanded and contracted. The correlation between 
the OISs and the Devils Hole chronology differ in the timing of the glacial terminations. This lack 
of exact correlation is likely due to the resolution in the Devils Hole uranium-series age-dating 
methodology and the time-transgressive nature of climate change. The Devils Hole chronology 
provides the most appropriate timeline for the Yucca Mountain region because the Devils Hole 
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record is a continuously dated (59,800 to 567,700 years before present) terrestrial record of climate 
variation in the Yucca Mountain region. The Devils Hole δ18O record, as interpreted in terms of 
changes in isotopic values of infiltration in the recharge area, shows that climate is cyclic on a 
100,000 year timescale, even though the cycles differ in exact duration (Winograd, Coplen et al. 
1992, p. 258; Winograd, Landwehr et al. 1997, Figure 2).

2.3.1.2.1.2.3 Earth-Orbital Parameters and the Timing of Past and Future Climate 
Change

As described previously in Section 2.3.1.2.1.2.1, relationships exist between long-term past climate 
change and certain earth-orbital parameters. These relationships between earth-orbital parameters 
and the timing of past climate change provide the technical basis for forecasting future climate 
change (BSC 2004a, Section 6.4). There are three orbital parameters, each having its own 
periodicity: (1) eccentricity, the shape of the earth’s orbit changing in a systematic way from an 
ellipse to a circle and back to an ellipse with time, about every 100,000 years; (2) obliquity, the angle 
of the earth’s axis of rotation changing a few degrees with time, about every 41,000 years; and 
(3) precession, the wobble of the earth’s axis like that of a spinning top changing with time, about 
every 23,000 years. Precession, which dominates insolation (heat from the sun as measured at the 
top of the atmosphere) at low latitudes, is the primary parameter used to identify the timing of 
climate change. Because of precession, the point in the orbit nearest the sun shifts from one 
hemisphere to the other about every 11,500 years. Eccentricity amplifies or dampens the precession 
value, as indicated in Figure 2.3.1-8. Obliquity, which influences the nature of seasonality at high 
latitudes, did not show any consistent relationship with the Devils Hole record, so it is not 
considered further in this analysis (BSC 2004a, Section 6.4).

To identify an orbital clock that can be used to forecast the timing of future climate change, the 
orbital cycles were compared with the Devils Hole climate change chronology because Devils Hole 
is the only continuous and independently dated climate record (using uranium-series age-dating 
methods) documented in the scientific literature (BSC 2004a, Section 6.4). A general qualitative 
relationship between Devils Hole data and precession is evident where certain maximal values of 
precession mark the ends of the Devils Hole interglacials and other warm periods (Figure 2.3.1-9). 
The qualitative relationship was used to develop a correlation between the Devils Hole δ18O profile, 
precession, and eccentricity from direct inspection of the respective curves. The correlation 
provides an orbital clock that offers a rationale for timing future climate change in the Yucca 
Mountain region. Although the correlation of the timing of past climate change and changes in the 
earth-orbital parameters provides information about the timing of climate change, it does not imply 
magnitude or nature of climate change (BSC 2004a, Section 6.4).

By comparing the Devils Hole δ18O and uranium-series age data (Ludwig et al. 1992) with orbital 
parameter data, the precession values that define the beginning or the end of a glacial period were 
determined (BSC 2004a, Section 6.4). The relationship, starting with the end of the interglacial 
period around 400,000 years ago, identifies the primary inflection points in the available Devils 
Hole record. Inspection of precession plots (Figure 2.3.1-10) and of the timing of precession versus 
Devils Hole δ18O data (Figure 2.3.1-9) shows that a maximal positive precession (letter I in 
Figure 2.3.1-10) marks the approximate termination of the interglacials defined by the Devils Hole 
record. Terminations of interglacials are the times when the Devils Hole δ18O curve moves from 
high interglacial values toward lower values (i.e., the terminal inflection point in an interglacial 
— —
2.3.1-14



DOE/RW-0573, Rev. 0Yucca Mountain Repository SAR Docket No. 63–001
sequence coming forward in time), identified by the number below the letter I in Figure 2.3.1-10. 
Minimal precession values mark the ends of glacial periods, when the Devils Hole δ18O record 
reverses its trend from low values and moves progressively toward high values (i.e., the primary 
inflection point in the curve beyond which the values become progressively higher), identified by 
the number near the letter T in Figure 2.3.1-11.

Final glacial inflection points (i.e., the Devils Hole inflection point after which the δ18O values 
become progressively higher) are defined by the first minimal precession value (letter T in 
Figure 2.3.1-11) following an eccentricity minimum value (letter m in Figure 2.3.1-10). If a 
precession minimum coincides with an eccentricity minimum, which happens with the first glacial 
period in the 400,000 year cycle, the next precession minimum marks the final glacial inflection 
point. The next (younger) interglacial inflection point (i.e., the inflection point in the Devils Hole 
record after which the δ18O values become progressively lower) occurs at the first precession 
maximal value about 30,000 years after the preceding precessional minimum (Figure 2.3.1-10). 
The primary inflection points probably reflect that a change toward an interglacial climate has 
occurred, rather than an abrupt change in climatic conditions. Though the Devils Hole δ18O profile 
is a relatively smooth curve, indicating a continuous transition toward and into interglacial climates, 
the Devils Hole data points integrate about 1,800 years that may contain numerous small-magnitude 
climate reversals (BSC 2004a, Section 6.6.1). Nevertheless, the correspondence between the 
precession-based and Devils Hole–based sets of values (Figure 2.3.1-11) is nearly identical in most 
cases (BSC 2004a, Section 6.4).

The precession methodology was used to forecast the timing of climate change over the next 
100,000 years (Figure 2.3.1-12). The timing of possible climate change toward and away from the 
next glacial period is the same as for the cycle beginning about 400,000 years ago because of a 
repeat of the earth’s long eccentricity cycle (Figures 2.3.1-10 and 2.3.1-11). The duration of the 
period between the initiation (I) of climate change toward the glacial climate at 399,000 years ago 
and the climate change away (T) from the glacial climate is 44,000 years. In Figure 2.3.1-12, the 
time between a change toward the glacial climate (I) at 1,000 years ago to the change away (T) at 
44,000 years in the future is 45,000 years. As shown in Figure 2.3.1-11, the timing for the change 
toward and away is much longer for the remaining three glacial periods in the 400,000-year cycle, 
with durations of 58,000, 80,500, and 83,000 years, respectively.

A precession-based orbital clock, calibrated with the Devils Hole chronology, provides a basis to 
time climate change from the interglacials toward glacials and from glacials toward interglacials. 
This clock times the beginning and end of the major climate events during the last 400,000 year 
cycle and provides a clock for such events in the future (BSC 2004a, Section 6.4). Climate change 
does not occur steadily from interglacials to glacials and back again; instead, it is a complex array 
of glacial-transition climates between interglacial and glacial extremes (BSC 2004a, Section 6.4). 
A good example of this is the interstatial period that occurred from 59,000 to 24,000 years ago 
between two other glacial periods. While it is recognized that this period is one of warmer 
temperatures, it is generally not thought of as a true interglacial period and occurs at the same time 
as the North American Wisconsin Glaciation (80,000 to 10,000 years ago) and the Tahoe, Tenaya, 
and Tioga ice ages of the Sierra Nevada mountains. In future climate predictions, the period of 
71,000 to 12,000 years ago might be best treated as a single glacial period, which corresponds to the 
period from 478,000 to 423,000 years ago. The close match in timing, length, and δ18O values 
between these two periods supports the 400,000 year climate cycle. The glacial-transition climates 
— —
2.3.1-15



DOE/RW-0573, Rev. 0 Yucca Mountain Repository SARDocket No. 63–001
may be intermediate or, at times, may be warmer (whether wetter or drier) than the interglacials and 
colder (whether wetter or drier) than the glacials. Because the timing of glacial-transition climates 
is potentially important to performance of the repository, the precession methodology was 
investigated as a means to forecast climate change for shorter intervals of time.

The 10,000 year period from 399,000 to 389,000 years ago in the Devils Hole δ18O record 
(Figure 2.3.1-13) was examined as an analogue of future climate conditions at Yucca Mountain 
(BSC 2004a, Section 6.4). Even at that timescale, it is apparent that variations in the Devils Hole 
δ18O data approximately correspond to changes in precession values. Specifically, the change in 
precession from a maximal value 399,000 years ago to a minimal value 389,000 years ago 
corresponds with the end of an interglacial period and a change from a maximal to a lower δ18O 
value (Figures 2.3.1-10 and 2.3.1-13). Other periods also show a rough synchroneity between rises 
and falls in δ18O values and precessional values. In general, the data indicate approximate 
correlations between the timing of minor inflection points in the Devils Hole record and subcycles 
in orbital precession values. Consequently, the timing of future subcycles of precession should also 
approximate the times of climate variations over relatively short (e.g., 10,000 year) periods (BSC 
2004a, Section 6.4).

The precession curve in Figure 2.3.1-12 is similar to the precession curve in Figure 2.3.1-13. Based 
on the analysis of the future precession curve, glacial-transition climates will characterize the 
southern Nevada climate for approximately the next 30,000 years. Then, about 30,000 years from 
now, climate will change into the full glacial climate for a period of about 20,000 years (BSC 2004a, 
Section 6.4).

2.3.1.2.1.2.4 Reconstruction of Past Climate Details Using Data about Fossil 
Ostracodes in Owens Lake and Sizes of Prehistoric Lakes in the Great 
Basin

The technical basis for forecasting future climates depends on paleoclimate data that reflects the 
characteristics and sequences of past glacial and interglacial climates so similarities in the past two 
400,000 year earth orbital cycles can be identified. The last 800,000 years includes two full 
eccentricity cycles, each approximately 400,000 years long. The present climate is poised to begin 
another 400,000 year earth-orbital cycle. Based on past precession and eccentricity parameters, it 
appears that the next 400,000 year cycle will be most similar to the last 400,000 year cycle (BSC 
2004a, Section 6.5). Comparison of climate series from different 400,000 year cycles requires that 
climates from the last 400,000 year cycle be known in enough detail to serve as a basic reference for 
comparison of climates in the older 400,000 year cycle.

Although the Devils Hole stable isotope record (Section 2.3.1.2.1.2.2) provides the best-dated 
record for climate change chronology, it does not provide a means of determining the magnitude of 
climate events. Accordingly, the microfossil record from cores drilled at Owens Lake was used to 
reconstruct a climate history for the last 400,000 year earth-orbital cycle. Because the hydrology of 
Owens Lake is closely linked to climate (Bischoff et al. 1997), the microfossil record (specifically, 
the ostracode occurrence) from cores drilled at Owens Lake was used to determine the sequence and 
nature of past climates over the last 400,000 year climate cycle. Additionally, because areal extent 
and depth of lakes and lake sediment have been correlated to climate change, the record of changes 
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in the lake sizes in the Great Basin provided additional data for the analysis (BSC 2004a, 
Section 6.5).

Owens Lake is a present-day playa (dry lake) on the eastern side of the Sierra Nevada Mountain 
Range in Inyo County, California, about 140 km west of Yucca Mountain (Figure 2.3.1-6). In 1992, 
the U.S. Geological Survey took three cores from the south–central part of Owens Lake playa. The 
composite core (OL-92) represents 80% of the section and provided the lake sediment record used 
in the Yucca Mountain climate analysis. The cored record of Owens Lake spans the past 800,000 
years. Studies by Forester et al. (1999, p. 13) utilized diatom data covering 500,000 years and 
ostracode data covering 400,000 years (Table 2.3.1-5). Details on Owens Lake hydrology, diatom 
data, and the ostracode record are given in Section 2.3.1.2.2.1.2.

Figure 2.3.1-14 depicts the ostracode abundance data as a function of the depth of the core sample. 
In addition, the oxygen isotope stages (also called Marine isotope stages) are shown on the right side 
of the figure. The data on the figure display the last 400,000 year orbital cycle. As noted on the 
figure, oxygen isotope stages with even numbers indicate glacial climate periods and odd numbers 
indicate interglacial climate periods. The first two ostracode species on the left side (Cytherissa 
lacustris and Candona caudata) are ostracodes that require low salinity water in order to grow and 
reproduce. The presence of these two species is indicative of a spill and fill lake that would be 
present during a wet and cooler climate. The middle species on the plot (Limnocythere 
ceriotuberosa) is common in lakes receiving seasonal surface flow followed by a base-flow phase. 
The presence of this species implies greater surface flow than is typical today but less than that 
during the periods when C. lacustris and C. caudata are common. The species most associated with 
warm climates is Limnocythere sappaensis. This species requires high alkalinity/high calcium 
waters typical of base flow in the Owens River. The presence of L. sappaensis is indicative of a 
warm and dry interglacial climate. The final species is Limnocythere bradburyi which is similar to 
L. sappaensis in that it requires warm water (it cannot survive in cold water) but is more salinity 
sensitive than L. sappaensis.

The ostracode microfossil record from Owens Lake cores provides the basis to make a number of 
general observations about paleoclimate. Some of these observations for the last 400,000 year 
earth-orbital cycle include the following:

• The third glacial period in the sequence (OIS 6) was the coldest of the glacial climates and 
had the highest level of effective moisture, but not necessarily the highest mean annual 
precipitation.

• The first glacial period in the sequence (OIS 10) was the warmest and perhaps the wettest 
of the glacial climates, but probably had a moderate level of effective moisture relative to 
higher effective moisture in the colder glacial periods in the sequence.

• There were numerous interglacial and related warm climate periods, such as OIS 
stages 5A and 5C, when the climate was warm and dry with low effective moisture.

• The warm, dry climate periods were occasionally punctuated by warm and wet, 
tropical-dominated climates that had low effective moisture.
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• There were extensive periods when climate characteristics were intermediate in nature 
between full-glacial high effective moisture and interglacial, warm-climate, low effective 
moisture periods.

• The rate of change between the various climates was rapid, occurring on a decade to 
century timescale.

The Owens Lake ostracode hydrologic and climatic record indicates that the regional climate 
history for the past 400,000 years was comprised of a series of alternating glacial and interglacial 
periods, which varied in temperature extremes and durations. Each of the glacial climates, denoted 
by OISs 10, 8, 6, and 4/2, was different from the others, initially became colder as the sequence 
progressed, and reached the coldest and most persistent glacial climate with OIS 6. A complex set 
of climates followed OIS 6, ranging from the wet and warm interglacial OIS 5E to the cold and 
relatively short-lived glacial climates OIS 4 and 2 (BSC 2004a, Section 6.5.2).

In terms of an orbital clock, the climate currently resides at the beginning of a new 400,000 year 
cycle. Accordingly, the transition climate at the beginning of the last 400,000 year cycle (OIS 11 to 
OIS 10) is an analogue for future climate at Yucca Mountain for the next 10,000 years. This 
conclusion is supported by comparing the last 400,000 year cycle (referred to as the younger long 
climate cycle), to the cycle occurring between 800,000 years and 400,000 years ago (referred to as 
the older long climate cycle). 

Evaluation of the general order of climate change magnitude from the size of old lakes provides 
insights to compare the climate characteristics of glacial periods within and between 400,000 year 
cycles. Aspects of the events seen in the younger part of the Owens Lake record (younger long 
climate cycle) can be identified in the older long climate cycle climate records. During the younger 
long climate cycle, the coldest and highest effective moisture climate was interpreted, based on the 
ostracode and other records, as the third glacial (OIS 6). Reheis (1999, Figures 2 and 3) presents 
evidence for OIS 16, the third glacial period in the older long climate cycle, being the biggest and 
deepest lake in several basins throughout the Great Basin. A detailed analysis by Reheis (1999, 
p. 201) of prehistoric lakes in the Great Basin shows that the pattern of the sequence of lake sizes 
and depths during the older long climate cycle was repeated during the younger long climate cycle. 
Moreover, the details of lake sizes and depths can be used to infer details about the climate 
associated with each lake. Support for the interpretation comes from, for example, the OIS 6 lake 
in Death Valley that was at least 175 m deep in contrast to a depth of only about 70 m deep during 
OIS 2 (BSC 2004a, Section 6.5.2). These data further demonstrate the repetition of climate over a 
400,000 year period and provide additional basis for estimating future climates.

The information presented above indicates that there is repetition between the types of climate in the 
older long climate cycle and the younger long climate cycle. Taken together, the data concerning 
microfossil ostracodes in Owens Lake and the cyclical variation in lake characteristics in the Great 
Basin imply that the transition from OIS 11 to OIS 10—which occurred 400,000 years ago—is 
expected to repeat and, therefore, provides the basis for forecasting the climate at Yucca Mountain 
for the next 10,000 years. Sections 2.3.1.2.3.1 and 2.3.1.2.3.2 provide a discussion of the rationale 
for the forecast of climate change for the next 10,000 years, as well as a summary of the 
uncertainties in the forecasting approach.
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2.3.1.2.2 Paleoclimatological Data and Data Uncertainty
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(2), (3), (4), (7), AC 2(1) to (4), 
AC 3(1), (2)]

The paleoclimatological data and associated data uncertainty that were used to support the climate 
analysis are presented in this section.

2.3.1.2.2.1 Paleoclimatological Data

The climate analysis for the Yucca Mountain area used a number of paleoclimate data sets, including 
ostracode and diatom data from drill cores from Owens Lake and radiometric dating and δ18O data 
from Devils Hole (Table 2.3.1-5). The microfossil record from cores drilled at Owens Lake 
(Figure 2.3.1-6), along with the Devils Hole data, are the primary sources of paleoclimate data used 
to reconstruct the climate history in the Yucca Mountain area for the last long earth-orbital cycle that 
has occurred over the last 400,000 years (BSC 2004a, Section 6.5.1). Because climate phenomena 
operate on regional scales, past climates at Owens Lake are likely to resemble the past climates at 
Yucca Mountain.

2.3.1.2.2.1.1 Devils Hole Oxygen Isotope Record

Devils Hole is an active extensional fracture in the limestone that composes the regional Paleozoic 
aquifer (Section 2.3.1.2.1.2.2). The δ18O isotopic composition of calcite deposited from 
groundwater flowing through the Devils Hole fracture records the isotopic composition of 
infiltration in the recharge area of the regional aquifer. The isotopic values of infiltration are related 
to three factors: (1) the isotopic composition and temperature of the source water; (2) the path that 
the water vapor takes from the source to the recharge area and the amount of precipitation that 
occurs along the path; and (3) the temperature at which the precipitation in the recharge area forms. 
When water evaporates from a source water, the degree of fractionation (separation of isotopes) 
under equilibrium conditions depends on the temperature of the source: the colder the source, the 
greater the fractionation. The resulting vapor has a δ18O value that is equal to the source minus the 
fractionation factor and, thus, is a lower value than the source water. Some of the ocean-derived 
vapor moves over the continent, forming precipitation as snow or rain, and, over time, that 
precipitation returns to the ocean, completing the hydrologic cycle. However, during glacial 
periods, a significant amount of the precipitation is stored as snow and ice and, thus, does not return 
to the ocean. Consequently, the isotope value of the ocean becomes higher during glacial periods. 
The cycle in δ18O values in marine carbonates between high and low values records the storage or 
loss of continental ice and, hence, glacial or interglacial climates (BSC 2004a, Section 6.3).

The path and conditions along the path taken by vapor as it moves from the source area toward the 
recharge area have an important effect on the δ18O values of precipitation in the recharge area. As 
vapor is chilled, whether from rising through the atmosphere due to thermal expansion over 
topography or due to mixing with cooler air, some vapor turns to rain or snow. The fractionation that 
occurs when vapor turns into precipitation reverses the fractionation that occurs during evaporation. 
Therefore, precipitation has higher δ18O values than its vapor source, and following each 
precipitation event, the δ18O in the remaining vapor is depleted. If the path to the recharge area 
involves extensive precipitation, the precipitation in the recharge area will have low δ18O values. If 
the vapor path does not involve extensive precipitation, the precipitation in the recharge area will 
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have higher δ18O values. Typically, interglacial precipitation has higher δ18O values than glacial 
precipitation because the glacial path involves more precipitation. Thus, in the calcite record from 
Devils Hole, high δ18O values represent interglacial climates, and low δ18O values represent glacial 
or glacial-transition climates (BSC 2004a, Section 6.3). Figure 2.3.1-7 shows the timing and 
cyclical nature of climate change interpreted from the calcite core δ18O record from Devils Hole, as 
well as the oxygen isotope stages.

2.3.1.2.2.1.2 Owens Lake Ostracode and Diatom Record

Owens Lake Hydrology, Chemistry, and Paleontology—The Owens Lake playa contains a 
thick sequence of lacustrine deposits, which includes diatom, ostracode, and pollen evidence for 
paleohydrology and climate. The U.S. Geological Survey obtained three cores of the playa 
sediments to a total depth of 323 m from the south–central part of the playa in 1992. Although the 
cored record of Owens Lake spans the past 850,000 years (BSC 2004b, Section 6.4.1.2), climate 
studies for Yucca Mountain focused on the portion of the sediment data spanning the last 400,000 
years representing the last long earth-orbital cycle (BSC 2004a, Section 6.5.2).

The Owens River system (Figure 2.3.1-6), with its sequence of downstream basins (Owens, China, 
Searles, Panamint, and Death Valley), forms a comparatively simple network where the upstream 
lakes must spill before the lakes lower in the chain receive sufficient water to freshen (Forester et al. 
1999, p. 11). During the middle to late 19th century, natural flow from the Owens River maintained 
a lake that was alkaline and about 15 m deep. Between 1872 and 1905, flow was reduced to about 
25% of its natural level due to irrigation in the Owens Valley. Even so, the inflow was sufficient to 
maintain a perennial, if saline, lake about 6 m deep. The construction of the Los Angeles Aqueduct 
in 1913 diverted the lake’s principal source of water, and the lake soon desiccated in a climate with 
an evaporation rate of about 1.65 m/yr. Locally, alkaline springs discharge along the margin of the 
lake basin. For Owens Lake to spill today, it must be about 65 m deep with an area of 690 km2

(Forester et al. 1999, p. 13).

The major dissolved-ion composition of high-elevation waters from the Sierra Nevada, Inyo, and 
White Mountains throughout the Owens Lake drainage is dominated by solutes rich in calcium and 
bicarbonate, and contains moderate to low concentrations of sulfate. The total dissolved-ion 
concentration of the high-elevation waters is low, usually less than 100 mg/L. The solute 
composition of valley-floor waters, largely derived from springs, is very different from those at high 
elevation. The low-elevation waters are dominated by sodium bicarbonate and chloride. Sulfate is 
variable, and calcium and magnesium are at low concentrations. Given the initial 
alkalinity-to-calcium ratio of the dilute high-elevation waters, their solute composition will evolve 
toward carbonate-depleted and calcium-enriched waters or a solute composition low in both ions. 
The waters at low elevation with higher total dissolved solids have exactly the opposite relationship 
between bicarbonate and calcium: bicarbonate is enriched, and calcium is depleted. Thus, the solute 
composition of the low-elevation waters must be derived from a process other than evaporation of 
the high-elevation waters (Forester et al. 1999, p. 13).

Because spring discharge at low elevation contains solutes dominated by sodium bicarbonate and 
chloride (at moderate to high total dissolved solids and often at elevated temperatures), these waters 
are derived from the interaction of basin groundwaters with reactive, fine-grained, volcanic rocks. 
Although the primary sources of water for the Owens River apparently come from high elevation, 
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the solute composition of the river at low elevation is characterized by spring and other groundwater 
discharge rather than evaporation of the dilute high-elevation waters. These hydrochemical 
relationships are important because the fossil diatoms and ostracodes in the Owens Lake core reflect 
the water-chemistry spectrum found in the Owens River’s past drainage. Calcium bicarbonate–rich 
waters contain freshwater planktic diatoms indicative of large, deep freshwater lakes and/or 
ostracodes generally found in dilute, cold lakes commonly found in the boreal forest. Sodium 
bicarbonate–rich waters contain diatoms and ostracodes that are indicative of a period of shallow 
water and high specific conductivity (Forester et al. 1999, pp. 13 to 14).

The microfossil record can be translated into a chronological progression of climate-induced 
hydrochemical environments. Microfossils of fresh, calcium bicarbonate–rich water indicate cool, 
wet climates when the Owens River was dominated by discharge from high-elevation watersheds, 
whereas fossils of shallow, sodium bicarbonate–rich water indicate dry climates with reduced 
mountain flow and greater relative importance of low-elevation spring discharge into Owens Lake 
(Forester et al. 1999, pp. 13 and 14).

Owens Lake Diatom Record—Diatom and planktic species are common in the cored sediments 
dating from about 500,000 to 400,000 years ago, indicating that during this time Owens Lake was 
shallow and consisted of open water associated with a through-flowing marsh. Marsh 
environments indicate climates of intermediate moisture and a shallow basin filled by sediment. 
Major episodes of freshwater diatoms occur several times during this period, and are separated by 
intervals rich in saline diatoms or by intervals with sediments barren of diatoms, which suggest 
shallow, alkaline water conditions. Thus, the diatoms are representative of the long-term 
climate–hydrologic behavior of the Owens River system (Forester et al. 1999, p. 15).

Overall, the stratigraphic continuity of freshwater diatoms from Owens Lake indicates a record of 
a longer-lasting and more persistent fresh and overflowing lake system, rather than a shallow, saline 
system. The concentration of freshwater diatoms, in direct contrast to the ostracodes, is generally an 
order of magnitude greater than concentrations of saline diatoms, partly reflecting poor diatom 
preservation in saline systems. Therefore, rare and short-lived episodes of high concentrations of 
saline planktic diatoms—implying large and possibly deep saline lakes—may be underrepresented 
in the Owens Lake record and contrast with the paleolimnology of internally draining Great Basin 
lakes, such as Walker Lake. Over the past 500,000 years, Owens Lake has been fresh (implying 
climates wetter than today) about 80% of the time and saline (implying climates like today) about 
20% of the time. Although there is some variation, the lengths of intervals of wet climate 
(freshwater conditions) average about 32,000 years, whereas the lengths of intervals of dry climate 
(saline conditions) average about 13,000 years (Forester et al. 1999, p. 15).

Owens Lake Ostracode Record—Ostracode species are common in the cored sediments that 
accumulated over the past 400,000 years. The climate interpretations derived from the ostracodes 
found in the Owens Lake cores are based on 672 samples covering the past 400,000 years, 75% of 
which contained sufficient ostracodes for environmental interpretations (Forester et al. 1999, 
Figure 7). The stratigraphic profile of the ostracodes found in the Owens Lake record (Forester 
et al. 1999, Figure 7) shows how the lake’s hydrochemistry has changed during the last 400,000 
years. Ostracodes can be classified according to their hydrochemical tolerances. Some ostracodes 
live in springs that discharge onto the lake floor, indicating periods like those of today when flow 
from high elevation was minimal and flow plus solute input from low elevation was maximal. 
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Other ostracodes represent limnological and climatic periods least like those of today, with a large, 
deep, seasonally stable, cold, dilute freshwater lake dominated by source waters from high 
elevations (Forester et al. 1999, p. 15).

Like the diatoms, the ostracode profiles indicate that through much of the last 400,000 years, climate 
was wetter than today (Forester et al. 1999, p. 18). The ostracode data indicate that present-day 
climate–hydrologic environments with very alkaline waters occurred about 20% of the time, 
whereas wetter climates than today with dilute, fresh waters occurred about 80% of the time. In 
addition, the data indicate that extreme cold or wet (or both) conditions occurred about 5% of the 
time, but almost exclusively so from about 170,000 to 130,000 years ago and sporadically so from 
about 60,000 to 18,000 years ago. Furthermore, the ostracode data also indicate that the two glacial 
periods occurring between about 400,000 to 170,000 years ago were warmer, and possibly wetter, 
than the subsequent two glacial periods. Thus, the ostracode climate hydrologic record of Owens 
Lake indicates that the four 100,000 year climate subcycles are not climatically identical to one 
another (Forester et al. 1999, p. 18).

The ostracode record also indicates that climate can rapidly change in this region. Change from 
periods like those of today to wetter periods typically occurred in hundreds, not thousands, of years. 
Such rapid changes from warm and dry to cold and wet climates indicate a southerly shift in the 
average position and strengthening of the westerly–polar front associated with the polar jet stream 
(Forester et al. 1999, p. 18).

2.3.1.2.2.1.3 Correlation of Owens Lake Paleolimnology and Devils Hole Oxygen 
Isotope Records

Because the Owens Lake microfossil chronology is based on a constant 
sediment-accumulation-rate age model (40 cm/1,000 yrs), the modeled age of a particular sample 
may not be the same as the actual age if sediment accumulation rates were not constant (Forester 
et al. 1999, p. 18). However, the overall chronology explains the major paleolimnologic fluctuations 
of the Owens Lake record in a manner that is generally consistent with well-dated changes in the 
Devils Hole record. When the age estimates from the Owens Lake data for the glacial and 
interglacial periods are compared to the Devils Hole chronology, the agreement in the timing of 
events varies, which is not surprising given the natural variability reflected in the estimates. 
However, both records have the same sequence of glacial and interglacial events. Consequently, the 
Owens Lake record can be tuned (or timed) to the Devils Hole record.

The Owens Lake diatom record indicates prominent intervals of large freshwater lakes that 
correspond to the glacial periods OIS 12, OIS 10, OIS 6, OIS 4, and generally OIS 3+2 until the 
Holocene. (The discrepancy between the diatom record and OIS 8 is likely due to the assumption 
of constant sediment accumulation rates used in the Owens Lake sediment-accumulation-rate age 
model.) The Owens Lake ostracode record shows a pattern similar to that of the diatoms, but the 
ostracode record, with its better preservation, offers a better indication of the interglacial periods 
and transitions to glacial periods than of the glacial intervals themselves. The ostracode record 
beginning 400,000 years ago shows the predominantly saline conditions of OIS 9, OIS 7, OIS 5, 
OIS 3, and OIS 1. The ostracode data also identify prominent wet periods during OIS 6, and 
sporadically during OIS 3, and OIS 2. Significantly, the ostracode data indicate that the first two 
glacial periods in the past 400,000 year cycle (OIS 10 and OIS 8) were not as cold as the last two 
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glacial periods in that cycle (OIS 6, OIS 4/2). This would mean that the upcoming two glacial 
periods (similar to OIS 10 and OIS 8) would not be as cold and wet as OIS 6 and OIS 4/2. Cold air 
temperatures reduce evaporation and raise effective moisture, even when mean annual precipitation 
is low (Forester et al. 1999, pp. 18 to 19, Figure 9).

The paleoclimate data, combined with correlation to earth-orbital parameters described in 
Section 2.3.1.2.1.2.3, provide the foundation for forecasting future climate conditions at Yucca 
Mountain (BSC 2004a, Sections 5, 6.1, and 6.4).

2.3.1.2.2.1.4 Uncertainty in Paleoclimate Data

There are two primary uncertainties in the data sets used to forecast future climate at Yucca 
Mountain: (1) the standard deviation associated with the Devils Hole ages; and (2) the uncertainty 
of the timing of climate change implied by the Devils Hole record. The standard deviations about 
the mean of the Devils Hole ages are, by their nature, an estimate of uncertainty. The uncertainty of 
the timing of climate change reflected in the Devils Hole record has two components. The first 
component involves the uncertainties associated with changes in mean annual precipitation and 
mean annual temperature and their impact on the isotope values. There could be lead or lag time 
between change in regional climate parameters and the record of recharge at Devils Hole. The 
second component involves the nature of the Devils Hole samples themselves, each of which 
integrates a particular thickness of carbonate in a continuous sample series and represents about 
1,800 years for the dataset that was used for this analysis (Winograd, Coplen et al. 1992). 
Consequently, a rapid change in the recharge recorded at Devils Hole could have occurred anytime 
within those 1,800 years (BSC 2004a, Section 6.6.1).

Although the climate analysis relied on a section of Devils Hole calcite representing approximately 
60,000 to 568,000 years, there are additional data that fill in most of this gap. Winograd et al. (2006) 
describe additional boreholes that overlap the original dataset such that the Devils Hole record now 
extends from 4,500 to 567,700 years, with reduced uncertainty compared to the dataset reported by 
Winograd, Coplen et al. (1992). Winograd et al. (2006) reports that the sampling step for the new 
cores represents about 400 years versus the 1,800 years reported by Winograd, Coplen et al. (1992). 
In addition, the thorium-uranium age dating reported in Winograd et al. (2006, Tables 1 and 2) 
indicates that the absolute age dating has a resolution of approximately +/− 429 and 525 years for 
the first and second cores, respectively. In addition, the data presented in Winograd et al. (2006, 
Figure 2) indicate the age dates of the new cores lined up with perfectly with the original dataset.

2.3.1.2.3 Climate Analysis and Uncertainty
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(3), (5) to (7), AC 2(2) to (6), AC 3(1), 
(3), (4), AC 4]

The analysis of combining the historic climate data from the Devils Hole calcite core record and the 
Owens Lake core in concert with the earth orbital parameters is presented in this section. The 
process to determine the states and sequence of past and future climates is given in 
Section 2.3.1.2.3.1.1, and the selection of analogue future climates follows in Section 2.3.1.2.3.1.2.
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2.3.1.2.3.1 Climate Analysis

Selecting specific past climates to forecast future Yucca Mountain climates requires that a relation 
exists between the characteristics of past glacial and interglacial climates and the sequence of those 
climates within the long, 400,000 year earth-orbital cycle. Although temperature and precipitation 
characteristics of past glacial–interglacial climate couplets differed from each other in a systematic 
way within a particular 400,000 year cycle, the sequence of climate couplets in adjacent 
400,000 year cycles was similar. Therefore, although a strict repetition of climate characteristics is 
not expected, general characteristics of future precipitation and temperature for a particular 
interglacial–glacial couplet should be similar to the corresponding couplet in the past 400,000 year 
cycle (BSC 2004a, Section 6.5).

2.3.1.2.3.1.1 Nature and Sequence of Past and Future Climates

Comparison of climate series from the last two 400,000 year cycles required that climates from the 
most recent 400,000 year cycle be known in enough detail to serve as the basic reference for 
comparison with older climate cycles. Although the Devils Hole stable isotope record provides the 
best-dated record for sequence study, it does not provide a means of determining the nature and 
magnitude of climate events. Therefore, the microfossil record from cores drilled at Owens Lake 
was used to reconstruct a climate history for the last long earth-orbital cycle (BSC 2004a, 
Section 6.5.1).

Owens Lake Paleoclimate Record—Present-day evaporation in the Owens Basin, estimated to 
be from 1.5 m/yr (BSC 2004a, p. 6-26) to 1.65 m/yr (Forester et al. 1999, p. 13) relative to 
140 mm/yr average local precipitation, would result in a saline Owens Lake if flow were not 
diverted. During glacial and glacial-transition climates in the past, however, the lake filled with 
fresh water and had outflow. A relationship exists between total dissolved solids, the alkalinity 
(bicarbonate)-to-calcium ratio in the lake water, flow in the Owens River, and level of evaporation 
in the Owens Basin, all of which are directly related to climate. Because of their sensitivity to total 
dissolved solids, alkalinity-to-calcium ratio, and temperature, the presence or absence of various 
ostracode and diatom species provide a basis for constructing past and future climate profiles of 
the Owens Lake area. Although diatom and ostracode data from Owens Lake were evaluated, the 
paleoclimate analysis employed mainly ostracode data because they are similar to those for 
diatoms and better preserved under saline conditions. Diatom data were used when necessary to 
support the ostracode findings (BSC 2004a, Section 6.5.1).

Some ostracode species require high-salinity, high alkalinity-to-calcium ratio water, both of which 
are associated with base flow in the Owens River and are characteristic of warm climate episodes 
occurring during interglacial periods. Other ostracode species require low-salinity, low 
alkalinity-to-calcium ratio water, and their abundant presence in a zone of the stratigraphic record 
indicates a glacial period when an overflowing, relatively low-salinity lake existed. These extremes 
represent interglacial and glacial conditions. Glacial-transition climates might be somewhat wetter 
or cooler than the present-day, or a combination of both, but not as wet or cold as the full-glacial 
climates. The glacial-transition climate states can be represented by ostracode species alternating 
between interglacial and glacial conditions. The presence of still other ostracode species represents 
monsoon climate conditions, indicating wetter and perhaps warmer climates than present-day (BSC 
2004a, Section 6.5.1).
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A composite stratigraphic distribution of common lacustrine ostracode species from the Owens 
Lake record for about the last 400,000 years was developed (BSC 2004a, Section 6.5.1, 
Figure 6-12), and is presented in Figure 2.3.1-14. The chronologies were based on a mass-sediment 
accumulation model calibrated by radiocarbon ages at the top of the core and the Bishop Ash (a 
volcanic ash that serves as a marker horizon) at the base of the core, but with no direct dating in 
between. Comparison of the climate intervals determined by the Devils Hole δ18O record indicated 
that the sediment mass-accumulation age model does not provide a precise chronology at Owens 
Lake. Consequently, the timing of the Owens Lake stratigraphic record was determined by 
identifying the interglacial and glacial stratigraphic environmental signatures from the record and 
then correlating them with the Devils Hole record. Alternating ostracode assemblages that reflected 
the climate conditions associated with each glacial (cold, fresh, overflowing lakes) and interglacial 
(closed, saline lakes) environment were identified. Ostracode assemblages that reflect 
glacial-transition and monsoon climatic conditions also were identified, and the relation between 
the ostracode species assemblages and Owens Lake hydrology was documented (Forester et al. 
1999, pp. 10 to 21).

Repetition of Past Climates—In order to select a climatic period from the last 400,000 years as 
an analogue for the next 10,000 years at Yucca Mountain, it was necessary to demonstrate that the 
younger long climate cycle (400,000 years ago to present) was similar to the older long climate 
cycle (800,000 to 400,000 years ago) in terms of the sequence and magnitude of climate variation. 
In terms of the earth-orbital clock, at present the climate system is at the beginning of a new 
400,000 year cycle. Therefore, the transition climate at the beginning of the younger long climate 
cycle, OIS 11 to OIS 10 (Figures 2.3.1-7 and 2.3.1-14), would be the appropriate analogue for 
future climate at Yucca Mountain. The Owens Lake ostracode hydrologic climatic record indicates 
that the regional climate history for the younger long climate cycle was a complex array of 
climates. Each of the glacial climates (OIS 10, OIS 8, OIS 6, OIS 4, and OIS 2) was different from 
the others, with OIS 6 being the coldest glacial climate. OIS 6 was followed by climates, ranging 
from the wet and warm interglacial OIS 5E to the cold and relatively short-lived glacial climates 
OIS 4 and OIS 2. Although data for the older long climate cycle are more sparse than for the 
younger long climate cycle, sufficient, lake-level, lake-size, marine-isotope, and ice-volume data 
are available to confirm the similarity between the older long climate cycle and the younger long 
climate cycle. For example, the apparent largest lakes during both the older long climate cycle and 
the younger long climate cycle occurred during the third glacial in each cycle. Consequently, the 
third glacial in each cycle had the highest effective moisture, due to cold temperatures, high 
precipitation, or both (BSC 2004a, Section 6.5.2).

In addition, the largest ice sheets are those from OIS 16, 12, 6, and 2. OIS 16 and 12 in the older long 
climate cycle are analogous to OIS 6 and 2 in the younger long climate cycle. As continental ice 
sheets expand in area and become higher in elevation, they force the polar air masses to the south. 
Therefore, large ice sheets should result in cold and wet climates or both in the vicinity of Yucca 
Mountain. Large ice sheets also result in climates in the Yucca Mountain area with cooler summers 
than today, which enhances effective moisture. Conversely, OIS 20, 18, and 14, in the older long 
climate cycle, and OIS 10, 8, and 4 in the younger long climate cycle apparently had smaller or 
lower ice sheets, potentially allowing for warmer climates with lower effective moisture in the 
Yucca Mountain region, as smaller lakes associated with those periods imply (BSC 2004a, 
Section 6.5.2).
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This information implies that there is repetition between the types of climate in the older long 
climate cycle and the younger long climate cycle. Accordingly, the nature of the next glacial period 
at the beginning of the upcoming 400,000 year cycle should be more like the glacial period at the 
beginning of the past 400,000 year cycles. Thus, while the younger long climate cycle paleoclimate 
record was used to project future climate change in the next 10,000 years, analysis of the older long 
climate cycle paleoclimate record (800,000 to 400,000 years ago) confirmed the basis of the 
400,000 year climate cycle. Thus, the transition from OIS 11 to OIS 10 (Figure 2.3.1-7) provides a 
past analogue for forecasting future climate change, and is used as the basis to establish a potential 
climate scenario for the next 10,000 years (BSC 2004a, Section 6.5.2).

Climate Change for the Next 10,000 Years—To forecast climate for the next 10,000 years, a 
point representing the equivalent to the present-day is identified in the younger long climate cycle 
series, a past–present point. The orbital clock that is based on the precession, obliquity, and 
eccentricity earth-orbital parameters provides the means to approximately identify the 
past–present point in the Devils Hole record. Figure 2.3.1-10 shows the linkage of the present-day 
position in the orbital clock (I equal to 1,000 years ago) and the equivalent point during OIS 11 
(I equal to 399,000 years ago). The orbital-clock relation is readily transferred to Devils Hole 
through their respective chronologies (Figure 2.3.1-11). The first data point in the Devils Hole 
record indicates that climate change away from the OIS 11 interglacial climate occurred at 
397,300 years ago, or 1,700 years after the precession maximum. A precession maximum in the 
southern hemisphere during the present interglacial climate occurred 1,000 years ago 
(Figure 2.3.1-10). The OIS 11/10 timing indicates the beginning of climate change away from the 
present interglacial may be about 700 years in the future (BSC 2004a, Section 6.6.1).

Placement of a past–present point in the Owens Lake sedimentary record required that the 
sedimentary chronology be placed in the context of the Devils Hole chronology (BSC 2004a, 
Section 6.6.1). The Owens Lake chronology is based on a sediment mass-accumulation curve (BSC 
2004a, Figure 6-12). Analysis of the Owens Lake sedimentary record by comparison with the 
Devils Hole chronology indicates the sediment accumulation ages at Owens Lake are variously too 
old or too young. To further refine the Owens Lake ages and estimate where the past–present point 
belongs, the ostracode and diatom data in the Owens Lake record are used to identify environmental 
change during and from the OIS 11 interglacial and then from the sequence of environmental 
change. Interpretation of the ostracode sequence indicates a transition from a full and overflowing 
lake during a glacial or glacial-transition climate, to an intermediate climate between glacial and 
interglacial, to an interglacial climate. Between 400,000 and 440,000 years ago, microfossils are 
observed that are indicative of a period of intense summer monsoon activity (BSC 2004a, 
Section 6.6.1).

When the past–present point in the OIS 11 sequence at Owens Lake is extrapolated to the present, 
using an average sediment accumulation rate of 40.1 cm per thousand years (Bischoff et al. 1997, 
p. 95), the length of present-day climate remaining before the monsoon climate begins is about 
600 years, and the duration of the monsoon climate is about 1,400 years (BSC 2004a, Section 6.6.1). 
The monsoon interval, in turn, should be followed by more than 8,000 years of glacial-transition 
climate. This timing of climate change is used in the TSPA.

Alternative sediment-accumulation rates have been proposed. Litwin et al. (1999) indicated that the 
Owens Lake sediment-accumulation rates vary with the climate stage. Estimates range from 
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26.4 cm per thousand years for OIS 6 up to 167.3 cm per thousand years for OIS 5E (Litwin et al. 
1999, Table 1). The analysis indicates that sediment accumulation is less during glacial periods. 
Litwin et al. (1999) present sediment-accumulation rate estimates of 60 and 66 cm per thousand 
years for the interglacial intervals OIS 1 and OIS 5, respectively. Using an average of 63 cm per 
thousand years, the timing of climate change at Yucca Mountain for the next 10,000 years is as 
follows (BSC 2004a, Section 6.6.1): a present-day climate for about 400 years after present, 
followed by a monsoon climate for about 900 years, followed by a glacial-transition climate for the 
remaining 8,700 years. While the theory that sediment accumulation is influenced by the climate 
stage is reasonable, interpretation of the data is complicated.

The Bischoff et al. (1997, Table 2) sediment-accumulation rate of 40.1 cm per thousand years is an 
average based on a 6 to 304 m section of the Owens Lake borehole OL-92. The report (Bischoff 
et al. 1997) also presents a sediment-accumulation rate for the upper (younger) 6 to 24 m section of 
the borehole that indicated a sediment-accumulation rate of 78.8 cm per thousand years. It should 
be noted that the 6 to 24 m borehole interval is dominated by the last glacial interval. Correcting for 
differences in porosity and density, the 6 to 24 m interval and the 6 to 304 m interval had nearly 
identical mass-accumulation rates (52.4 and 51.4 g/cm2 per thousand years). This indicates that the 
greater sediment-accumulation rate of the 6 to 24 m interval was due to less compaction.

Other work with the borehole OL-92 core (Litwin et al. 1999, p. 1162) found that, although a 
Holocene age section of silt had a sediment-accumulation rate of 64.2 cm per thousand years, the 
mass-accumulation rate was 42.6 g/cm2 per thousand years, less than the average 
mass-accumulation rate derived by Bischoff et al. (1997). The data indicate that 
sediment-accumulation rates of 60 and 66 cm per thousand years need to be adjusted for the impact 
of compaction. Because the 6 to 304 m borehole interval accounts for much of the compaction 
forces (by nature of its length), the 40.1 cm per thousand-year average sediment-accumulation rate 
is likely the most representative value (BSC 2004a, Section 6.6.1). The calculated climate durations 
determined from the average mass-accumulation rate of 40.1 cm per 1,000 years yields the length 
of present-day climate remaining before the monsoon climate begins of about 600 years and the 
duration of the monsoon climate of about 1,400 years as used in the TSPA models (SNL 2008b, 
Section 6.3.1.2). The selection of these lengths of climate states based on mass-accumulation rates 
is also consistent with the timing away from the OIS 11/10 interglacial climate (700 years), based 
on Devils Hole data. Additional uncertainty in the timing of climate change states is discussed in 
Section 2.3.1.2.3.2.

2.3.1.2.3.1.2 Selection of Analogue Meteorological Stations

To implement the climate forecast at Yucca Mountain for the next 10,000 years, as described above, 
each forecast climate regime is represented by present-day, analogue meteorological stations (BSC
2004a, Section 6.6.2) whose data are used to represent the daily variation in precipitation (SNL 
2008a, Section 6.5.1.2 and Appendix F) and temperature (SNL 2008a, Appendix F) in the net 
infiltration model. Each climate regime was characterized with upper-bound and lower-bound 
analogue climate stations representing ranges in mean annual precipitation and mean annual 
temperature. This was done because (1) bounds are needed to quantify uncertainty in input values 
for the infiltration and TSPA models; and (2) there are uncertainties in the paleoclimate record in 
regard to extrapolating climate proxy data into climate values. Therefore, establishing possible 
bounds is more appropriate than establishing mean values, especially for the periods of time under 
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consideration. Because the net infiltration model (SNL 2008a) utilizes annual, seasonal, and daily 
climate values, the upper-bound and lower-bound values for each climate state were established 
with meteorological stations selected as representative of the particular climate regime. Stations 
with complete and long records were given priority in the selection process (BSC 2004a, 
Section 6.6.2).

Present-Day Climate—The present-day climate regime is characterized by a time when Owens 
Lake was supported by groundwater discharge, and the Owens River was predominantly at base 
flow without artificial diversion. Summers are warm to hot, and very evaporative, with 
evaporation greatly exceeding precipitation at lower elevations. Snowpack at high elevation is 
typically low to moderate because the polar front does not remain fixed at a southerly position 
during the winter, and does not cause significant Pacific moisture to be carried over the Sierra 
Nevada Mountains. Consequently, with low snowpack, surface-water flow in the Owens River is 
usually low and seasonal. Owens Lake remains saline and at a low lake level for long periods of 
time. Precipitation, whether as rain or snow, is typically recycled to the atmosphere by evaporation 
or used by the local vegetation (BSC 2004a, Section 6.6.2).

The wettest years, which represent the upper-bound moisture regimes during the present-day 
climate, are typically years when Pacific airflow is commonly focused toward the Sierra Nevada 
Mountains, increasing snowpack and, hence, the seasonal duration of surface-water flow in the 
Owens River and its potential to dilute or flush Owens Lake and, thus, dilute the salt content. Such 
climates also focus Pacific moisture toward southern Nevada, such as during El Niño events. Dry 
years, which represent the lower-bound moisture regimes during present-day climate, are those 
years with minimal winter precipitation, which are typically years when the polar front remains 
largely north of the region and summer precipitation is dominated by subtropical high activity but 
not to the degree necessary to generate a monsoon-type climate (BSC 2004a, Section 6.6.2).

Present-day meteorological data come from available stations in the region, including Yucca 
Mountain project and nonproject data. The process of creating the synthetic present-day climate is 
presented in Simulation of Net Infiltration for Present-Day and Potential Future Climates (SNL
2008a, Section 6.5.1 and Appendix F). The climate records from 13 stations in the vicinity of Yucca 
Mountain (Figure 2.3.1-3) were compiled in Data Analysis for Infiltration Modeling: Extracted 
Weather Station Data Used to Represent Present-Day and Potential Future Climate Conditions in 
the Vicinity of Yucca Mountain (SNL 2006, Section 4.1). The mean annual precipitation across the 
site area varies from 106 mm/yr in the Amargosa Farms area to 319 mm/yr at Area 12 (SNL 2006, 
Section 6.2). These 13 locations represent a variety of climates across the Yucca Mountain region,
from hot and dry in the Amargosa Farms area to a cooler and wetter climate near Area 12 on the 
Nevada Test Site. The mean daily temperature (for 1993 through 2004) recorded at six of the 
13 locations described above ranges from below freezing (less than −5°C in the winter) to greater 
than 36°C in the summer.

Monsoon Climate—The monsoon climate is characterized in the Owens Lake record by a 
mixture of microfossils consisting of Limnocythere bradburyi and L. sappaensis (BSC 2004a, 
Section 6.6.2). Because L. bradburyi has a lower salinity tolerance than L. sappaensis (Forester 
1983; Forester 1985), and does not appear to be tolerant of cold winters (Smith and Forester 
1994), its existence in Owens Lake implies a relatively lower total dissolved solids (less than 
about 10,000 mg/L) and a source water derived from something other than snow melt. Surface 
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flow derived from snow melt probably is not a factor for L. bradburyi, but the cold winter climates 
that generate the snowpack are a problem for this species. The hydrology of Owens Lake is 
strongly linked to winter precipitation. As such, dilute deeper lakes are due to seasonal flow 
derived from snowpack. An expansion and intensification of the summer rain system 
(i.e., monsoon) sufficient to generate diluting surface flow in Owens River explains the 
occurrence of this species. The diatoms that occur during the L. bradburyi interval include saline 
planktic species, implying the lake was deeper and less alkaline during this period. The diatom 
paleoenvironment is consistent with that implied by L. bradburyi.

Accordingly, analogue meteorological stations for the L. bradburyi monsoon climate should be 
located to the south of Owens Lake today in the southernmost United States. An analogue in the 
southernmost United States would fulfill the taxonomic temperature requirements and identify sites 
where precipitation falls primarily in the summer season. The level of precipitation would need to 
be higher than present-day Owens Lake mean annual precipitation in order to maintain a lower 
salinity lake that is supported largely by summer precipitation within the present-day warm 
evaporation regime. Summer rain and associated cloud cover would tend to lower evaporation 
relative to today.

Selection of monsoon climate analogue sites must come from regions that experience a strong 
summer monsoon and where L. bradburyi live. There are two meteorological stations in the 
southern United States with long, complete records: the station at Hobbs, New Mexico (405 mm 
mean annual precipitation), and the station at Nogales, Arizona (421 mm mean annual 
precipitation) (SNL 2006, Section 6.3). Two stations were selected to minimize the influence of 
local meteorological phenomena on the input to the infiltration model (SNL 2008a, Section 6.5.1 
and Appendix F). Because L. sappaensis exists throughout the climate interval and at some 
horizons and is the only ostracode, the conditions at Yucca Mountain today are representative of the 
dry lower bound for the monsoon climate. The meteorological stations selected to establish the 
lower bound for the monsoon climate are those from the Yucca Mountain meteorological 
monitoring sites (Figure 2.3.1-3) (BSC 2004a, Section 6.6.2).

Glacial-Transition Climate—The change from the monsoon climate to the glacial-transition 
climate will occur rapidly within 100 to 200 years, based on the sediment-accumulation rate from 
the Owens Lake record. The magnitude of the climate change will be as large as it is rapid, shifting 
from a strong monsoon climate state dominated by summer precipitation to a glacial-transition 
climate state dominated by winter precipitation, with sufficient effective moisture to sustain a 
fresh and overflowing Owens Lake. For the lake to be full and overflowing, the polar front must 
be resident in the region during much of the winter, both lowering mean annual temperature and, 
therefore, evaporation and increasing snowpack and, hence, surface flow to the lake. A greater 
snowpack associated with a resident polar air mass would also lower mean annual temperature 
and increase mean annual precipitation at Yucca Mountain. While the cooler climate will have a 
high effective moisture, it is unlikely to become as cold as the last two full glacial periods (BSC 
2004a, Section 6.6.2).

Selecting upper-bound and lower-bound meteorological stations for the glacial-transition climate 
required identifying sites with cool, wet winter seasons and warm to cool, dry summers (i.e., areas 
north of the summer rain regime). Furthermore, the analogue sites needed to lie on the east side of 
large mountain ranges and, hence, in the rain shadow of those ranges. Based on the ostracode 
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assemblage in the Owens Lake record, the upper-bound analogue should lie within the contiguous 
United States. The mean annual temperature for the glacial-transition climate should be no colder 
than, and preferably warmer than, 8°C. Finally, the analogue stations should be in the semiarid west 
because, although the glacial-transition climate is wetter and cooler than the current interglacial 
climate, effective moisture is still negative, as is true for the glacial and glacial-transition climates 
at Owens Lake and Yucca Mountain (BSC 2004a, Section 6.6.2).

Because a full and overflowing Owens Lake is related to seasonal and possibly annual residence of 
the polar front, the upper-bound meteorological station should be selected in an area where, in 
today’s climate, the polar front resides through most or all of the winter season and where its average 
position resides most of the year. Given the above qualifying conditions, the upper-bound 
glacial-transition meteorological site was selected in the northwestern United States east of the 
Cascade Mountains. Located east of a high mountain range, the area falls within a rain shadow, as 
does Yucca Mountain. The regional mean annual precipitation is dominated by winter precipitation,
and is under the influence of the polar front during the winter and during other times of the year. 
Furthermore, unlike localities farther north in Canada, the region does not experience extended 
dominance by very cold, Arctic high pressure, which is typical of the cold, full-glacial periods. 
Based on meteorological-station data from eastern Washington, three stations were selected for the 
upper-bound glacial-transition climate: Spokane, Rosalia, and St. John (Figure 2.3.1-4). The three 
stations are close to each other but do not have identical records, thereby reflecting local differences 
in mean annual precipitation and mean annual temperature. As with other climate states, selection 
of multiple meteorological stations was intended to minimize local effects on the climate 
parameters used as input to the infiltration model (BSC 2004a, Section 6.6.2).

The meteorological stations representing the lower-bound glacial-transition climate scenario 
should be in a place where mean annual temperature is higher than for the upper bound and, thus, 
will be south of the upper-bound localities. The mean annual temperature should, however, be lower 
than that for the Owens Lake Basin today so that effective moisture is higher, which is consistent 
with a full and overflowing lake. The stations should have a lower mean annual precipitation than 
the upper-bound sites because the record from the Owens Lake Basin shows episodes of either 
saline diatoms or ostracodes, implying less surface flow in the Owens River. However, the absence 
of abundant saline taxa that implies effective moisture is higher than in the present-day climate, 
reflecting cooler than present-day mean annual temperature rather than high mean annual 
precipitation. Thus, the lower-bound glacial-transition meteorological sites may have mean annual 
precipitation values similar to or even lower than present-day Owens Lake Basin. As with the 
upper-bound meteorological sites, the region should be winter-precipitation dominated, should be 
north of the summer rain regime, and should have some or all of the ostracode or diatom species 
found in the fossil record at Owens Lake (BSC 2004a, Section 6.6.2).

Inspection of meteorological sites that fit these conditions revealed that there were few choices 
available. However, one site with meteorological data that fit these criteria—and that also has a long 
and complete record—was found at Delta, Utah (Figure 2.3.1-4), which was selected as one of the 
lower-bound sites. Because its meteorological data meet most of the criteria, the site at Beowawe, 
Nevada (Figure 2.3.1-4), also was selected as a lower-bound station to avoid using a single site for 
input into the infiltration model (BSC 2004a, Section 6.6.2).
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A comparison of the meteorological characteristics (precipitation and temperature) of the 
meteorological analogue sites is shown in Table 2.3.1-6. Comparison of the upper-bound monsoon 
and upper-bound glacial-transition mean annual precipitation values (421 and 405 mm and 455,
419, and 431 mm, respectively) with the present-day mean annual precipitation value of about 
199 mm/yr (the average from present-day sites Site 1, 2, 3, and 6) indicates that future climate states 
are forecast to be moderately wetter than the present-day climate (SNL 2006, Sections 6.1, 6.2, 
and 6.3). In addition, the lower-bound glacial-transition mean annual precipitation values (207 and 
241 mm) are about the same or slightly larger than the lowest average annual precipitation at Yucca 
Mountain today (183 mm at Site 1). Comparison of the present-day average daily minimum and 
maximum temperature range values (approximately 4.8°C to 27.6°C) with the glacial-transition 
lower-bound values (−0.3°C to 18.8°C) shown in Table 2.3.1-6 indicates that the principal 
difference between present-day climate and the future glacial-transition climate is the lower 
temperatures that will occur during the glacial-transition climate. An important conclusion from 
these comparisons is that the glacial-transition climate is cooler than the present-day climate, so 
evaporation is lower than under present conditions. A lower level of evaporation means that 
precipitation will be more readily stored (and, hence, available for infiltration) than in today’s 
climate (BSC 2004a, Section 7.1).

2.3.1.2.3.2 Consideration of Uncertainty in the Climate Analysis

Uncertainties in paleoclimate interpretations and the approach used to forecast future climates are 
summarized in the following sections.

2.3.1.2.3.2.1 Uncertainty in Paleoclimate Interpretations

Uncertainties in the climate analysis include the location of the past–present point in the Owens 
Lake record and the uncertainty of climate change itself. There is a sound technical rationale for the 
selection, as previously discussed, although the exact placement of the past–present point in the 
Owens Lake record is subjective. The other source of uncertainty comes from the chaotic nature of 
the climate system itself. The climatic conditions reflected in the Owens Lake cores show decade- 
or century-scale variability that may or may not have significance to the timing of climate change 
on the multicentury or millennia timescales. Although these uncertainties cannot be directly 
quantified, the upper and lower bounds placed on uncertainty estimates for temperature and 
precipitation for present and future climate states are expected to adequately account for these 
sources of uncertainty. Section 2.3.1.2.2.1.4 discusses uncertainties in age dating calcite in Devils 
Hole, and Section 2.3.1.3.3.2 discusses uncertainties in the infiltration estimates.

2.3.1.2.3.2.2 Uncertainty in the Climate Forecasting Approach

The future climate predictions have some level of uncertainty. The inherently chaotic nature of 
climate makes it difficult to forecast future climate based on past climates (BSC 2004a, Section 7.1). 
Uncertainty also arises in the selection of a particular past climate sequence to forecast the future. 
Despite the uncertainties, the climate analysis results are based on a consistent interpretation of a 
body of available data. The uncertainties in the climate analysis are addressed, for the purpose of the 
TSPA, through use of a range of lower-bound to upper-bound precipitation and temperature data for 
each future climate state.
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The uncertainties associated with selection of analogue meteorological stations can generally be 
grouped into two categories: epistemic and aleatoric uncertainties. Epistemic uncertainty arises 
from the lack of knowledge about the processes and parameters because the data are limited, or 
because alternative conceptual interpretations of the available data exist. This type of uncertainty 
was addressed by the knowledge gained from testing and data collection. Aleatoric uncertainty 
arises from the existence of spatial and temporal variability of climatic processes and parameters, 
which can typically be accounted for using geostatistical approaches. This type of uncertainty 
cannot be reduced through further testing or data collection. The uncertainty in selection of the 
analogue sites to represent Yucca Mountain during potential future climates is captured using upper 
and lower bounds for each climate state to account for the sources of uncertainty 
(Section 2.3.1.3.2.1.1).

2.3.1.3 Infiltration
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(1) to (7), AC 2(1) to (6), AC 3(1) to (4), 
AC 4(1) to (3), AC 5(1) to (3)]

The net infiltration model, MASSIF (Mass Accounting System for Soil Infiltration and Flow) (SNL
2008a), is a mass balance calculation of the surface and near surface water budget. Water enters the 
infiltration model domain as precipitation, which is simulated from a stochastic model of daily 
precipitation based on historical weather records from Yucca Mountain and analogue sites 
identified in Section 2.3.1.2.3.1.2. MASSIF simulates processes occurring at the soil layer, 
including: (1) flow through and storage of water in the soil layer; (2) return of water vapor to the 
atmosphere by evaporation and plant transpiration (evapotranspiration); (3) flow along the surface 
(runoff/run-on); and (4) infiltration into the bedrock below the soil. MASSIF also simulates 
infiltration and runoff/run-on processes that occur on exposed bedrock at locations without soil. The 
infiltration model domain is defined by 11 watersheds, and covers an area of approximately 
125 square kilometers.

2.3.1.3.1 Conceptual Description of Infiltration Processes
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(1), (2)]

Near surface hydrologic processes are generally described in the context of the hydrologic cycle, 
which describes the pathways and reservoirs through which water moves near and on the surface of 
the earth (SNL 2008a, Section 6.2.1[a]). The near-surface hydrologic reservoirs consist of the 
atmosphere, biomass, soil, surface water (such as streams, lakes, and puddles), and snow. Water 
moves between these reservoirs through a set of natural processes, including precipitation, run-on, 
runoff, snowmelt, infiltration, evaporation, transpiration, soil water movement and retention, and 
net infiltration (see Figure 2.3.1-15) (SNL 2008a, Section 6.2.1[a], Figure 6.2.1-1[a]). Net 
precipitation is defined as the supply of water to the soil surface in the form of rain and snowmelt, 
minus evaporation of liquid water stored on the surface and sublimation of snowpack.

The term “infiltration” refers to the volumetric flux of water passing across the surface-atmosphere 
interface into the active zone. Infiltration through the soil atmosphere boundary is the sum of the net 
precipitation and run-on minus runoff. The active zone is defined as the region below the 
surface-atmosphere interface where evaporation and transpiration are significant processes. The 
active zone often coincides with the root zone or may extend below it. The amount of water in the 
active zone varies substantially over time. The water content changes below the active zone are 
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attenuated and tend toward constant values. The term “net infiltration” refers to the volumetric flux 
of water discharging from the active zone and passing through the soil-bedrock interface, or below 
the root zone (whichever is shallower for a given grid cell), or into a deep soil zone. In general, when 
thin soils predominate, as at Yucca Mountain, the active zone is confined to the soil layer on top of 
the rock, and net infiltration is defined as the amount of water that moves from the surface layer of 
soil into the underlying rock. In arid and semiarid regions, such as the desert basins of the 
southwestern United States, the processes controlling net infiltration are highly variable in both time 
and space, and the dominant mechanisms may vary throughout the basin. In this section, “net 
infiltration” is occasionally referred to simply as “infiltration.” This is done for simplicity, and 
should not cause confusion since infiltration (as defined as water passing across the 
surface-atmosphere boundary) is not discussed further. The focus of the remainder of this section is 
climate and (net) infiltration.

Net infiltration is also referred to as potential recharge; that is water available for replenishment of 
groundwater. Net recharge is the water that actually reaches the water table. Net recharge to 
underlying groundwater in desert basins is the sum of several distinct dominant processes occurring 
in different regions of the basin.

The FEPs included in the infiltration model are provided in Table 2.3.1-1. Key processes of the 
near-surface water balance that affect net infiltration are described in the following sections.

2.3.1.3.1.1 Precipitation, Runoff, and Infiltration

In general, for net infiltration to occur at a location, water must be delivered to the ground surface 
as net precipitation and/or run-on (surface flow) (SNL 2008a, Section 6.2.1[a]). Run-on is water that 
has moved on the surface from adjacent areas. Precipitation may be in the form of liquid water (rain) 
or a solid (snow), which later melts to supply liquid water to the soil surface. Precipitation can be 
described by the type (e.g., rain or snow), the amount (typically in depth units, e.g., mm), and the 
duration of the precipitation event. Precipitation intensity is defined as the average precipitation rate 
(amount divided by duration). Snow has the added characteristic of water depth equivalent, 
averaging 10% water by volume. Some precipitation is temporarily stored on the surface and 
returned to the atmosphere before it infiltrates or runs off through evaporation of water intercepted 
by vegetation and/or accumulated in surface depressions and sublimation of snowpack. 
Evaporation of surface water and sublimation of snowpack will depend principally upon climatic 
conditions. In the case of exposed bedrock, precipitation either enters the bedrock, runs off, or 
evaporates from surface depressions.

Water movement in near-surface soil can be described by a flux law of the form: Flux = gradient * 
conductivity. The applicable gradient for this flux law is that of the soil water potential. The net soil 
water potential gradient, and the resulting water movement, can be in any direction (e.g., upward, 
downward, or laterally); the net soil water potential can also be zero corresponding to equilibrium 
conditions and no water movement.

Water delivered to the soil surface from rain, snowmelt, or run-on from adjacent areas will infiltrate 
the soil at a rate that depends on soil properties, transient soil water content, and water potential 
conditions. The rate of infiltration relative to the rate at which water is supplied to the surface will 
determine the amount that accumulates and/or runs off.
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The amount of water in a soil layer or profile within the active zone will change with time in 
response to water that enters or leaves the system from downward or upward water movement 
and/or evapotranspiration. The amount of soil water retained is a function of many soil properties 
that determine the relationship between the soil water potential and the water content.

Whenever the water delivery rate (precipitation + run-on) exceeds the soil’s infiltration capacity,
water accumulates on the soil surface. This standing water is often referred to as surface water 
excess. Some water can be stored on vegetation surfaces as well. Because the soil surface is not flat 
and smooth, the surface water excess collects in depressions, forming puddles (ponding). If ponding 
exceeds the surface water storage capacity of the depressions, surface runoff commences.

Runoff comprises a wide variety of flow patterns. Overland flow is often the primary type of surface 
runoff, and is characterized by thin, sheet-like flow on the ground surface. As runoff accelerates and 
gains in erosive power, it eventually forms channels. Further erosion can deepen these channels, and 
individual channels may eventually converge, forming dendritic networks characteristic of stream 
flow.

2.3.1.3.1.2 Evapotranspiration

Water within the active zone can be removed by direct evaporation or through extraction and 
transpiration by plants (SNL 2008a, Section 6.2.1[a]). Direct evaporation is the dominant 
mechanism of water transfer from the soil to the atmosphere when the soil surface is bare or 
vegetation is sparse, while transpiration may dominate when soil surfaces are covered with 
vegetation. However, since the processes of evaporation and transpiration are often difficult to 
distinguish, they are commonly grouped into a single process called evapotranspiration. 
Evapotranspiration is dependent on a variety of biotic and abiotic factors, including vegetation 
characteristics (e.g., root density), climatic conditions (e.g., solar radiation), and soil properties 
(e.g., hydraulic conductivity).

Direct evaporation from the soil occurs when three conditions persist: (1) the presence of a 
sustained supply of thermal energy to change water from liquid to gas phase (latent heat); (2) the 
presence of a water vapor pressure gradient at the soil-atmosphere surface; and (3) the presence of 
a continuous supply of water from or through the soil.

Transpiration—that is, the loss of water from plants to the atmosphere—is a direct result of the 
process of plant physiology. Terrestrial plant growth requires CO2 for photosynthesis, which 
diffuses through open stomata on plant leaf surfaces to intercellular spaces inside the leaf. 
Concurrently, water vapor diffuses out of the leaf, from wet cell membranes through stomatal pores 
to the much dryer atmosphere (transpiration). Some of the water extracted from the soil by plant 
roots is used in photosynthesis and other essential metabolic processes. However, 95% to 99% of the 
water that passes through a plant is lost to the atmosphere through transpiration (Nobel 1983, 
p. 506). Similar to evaporation, transpiration requires energy to convert water within the vegetation 
to water vapor, and also requires a water vapor gradient between the vegetation and the atmosphere.

Although plant roots have occasionally been observed to penetrate bedrock fractures at Yucca 
Mountain, this transpiration mechanism is not included in MASSIF (SNL 2008a, Table 5.1). There 
are no locally relevant studies or data that quantify the relative amount of water that roots might 
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remove from bedrock compared to soil. The lack of such a water removal mechanism in MASSIF 
is a conservative assumption in that net infiltration is likely over-estimated by not including this 
mechanism for removal of water from the unsaturated zone (SNL 2008a, Table 5.1, Section 8.3[a]).

2.3.1.3.1.3 Geomorphology and Surficial Features

The topographic features of Yucca Mountain result from the interaction of tectonic and geomorphic 
processes. The topography is controlled primarily by the high-angle, westward-dipping faults and 
the eastward tilt of the resistant volcanic strata. The surface has been shaped by erosional processes 
on the eastward-sloping ridge of the mountain and along faults and fault scarps that have created a 
series of washes that are downcut to varying degrees into different bedrock layers. Slopes are locally 
steep on the west-facing escarpments eroded along the faults, and in some of the valleys that cut into 
the more gentle, eastward-facing dip slopes. Narrow valleys and ravines are cut in bedrock; wider 
valleys are filled by alluvial deposits with terraces cut by intermittent streams. Locally, small sandy 
fans extend down the lower slopes and spread out on the valley floors. East of the crest of Yucca 
Mountain, drainage is into Fortymile Wash; west of the crest, streams flow southwestward down 
fault-controlled canyons and discharge into Crater Flat (Rousseau et al. 1999, p. 10).

The mountain comprises two distinct geomorphic types: one south and one north of Drill Hole 
Wash. The washes in the southern area trend eastward, are relatively short (less than 2 km), and have 
erosional channels with gently sloping sides. The washes north of Drill Hole Wash, such as Yucca 
Wash, northwest trending, are 3 to 4 km long, and have steeper side slopes because they are 
controlled by fault features (Rousseau et al. 1999, p. 10).

Alluvial deposits, consisting of fluvial sediments and debris flows, are present in the valley floors 
and washes. These deposits have varying degrees of soil development and thickness and have a 
gravelly texture with rock fragments constituting between 20% and 80% of the total volume. The 
alluvial deposits range from 100 m thick in Midway Valley to less than 30 m thick in the mouths of 
the smaller washes. In the middle of the washes, most alluvial fill is less than 15 m thick. Many of 
these soils contain cemented calcium carbonate layers. More stable surfaces, generally on the flat 
upland ridges, have developed soils 0.5 to 2.0 m thick with greater clay contents (Rousseau et al.
1999, p. 10). There are also areas where soil is absent or patchy, resulting in exposed bedrock.

Although topography has an important impact on the spatial distribution of precipitation and 
potential evapotranspiration, when runoff occurs, topography also channels surface flow and causes 
the concentration of large volumes of water in channels during short periods of time. In addition to 
topography, other important site-specific conditions and factors include the water storage capacity 
of the soil; the permeability of the soil and underlying bedrock; and vegetation type, density, and 
root zone development (SNL 2008a, Sections 6.4.5.3, 6.5.2.1[a], and 6.5.3.1[a]). Maximum soil 
water storage capacity is determined by soil thickness and porosity. However, a more typical 
measure of the amount of water that can be held in the soil without vertical drainage is the field 
capacity of the soil (SNL 2008a, Section 5.1[a]). Soil thickness tends to be dependent on local 
topography, with the upland areas generally having thinner soils and the lower washes and alluvial 
fans having thicker soils. Soil porosity and permeability, along with other hydrologic properties, 
such as residual water content and field capacity, can be correlated to soil type (and texture) (BSC 
2006a, Section 6.3). Bedrock permeability or hydraulic conductivity can also be correlated to 
lithology (BSC 2006b, Section 6.2.2; SNL 2008a, Sections 6.5.2.2[a] and 6.5.2.5[a]).
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The topography at Yucca Mountain has the following infiltration zones: ridge tops, side slopes, 
terraces, and channels. The ridge tops generally are flat to gently sloping, and are higher in elevation 
than the other topographic features. They have surficial deposits that are thin (less than 1 m thick) 
to nonexistent but are relatively stable morphologically. Existing soils are fairly well developed, 
commonly containing thin calcium carbonate layers. The underlying bedrock on the ridge tops is 
moderately to densely welded and moderately to highly fractured. The higher elevations of the ridge 
tops and upper slopes (above 1,400 m) have a greater potential for sustaining a thin snow cover for 
up to several weeks during the winter (BSC 2004b, Section 7.1.3.3).

Side slopes are distinguished from the terraces and channels by depth of soils and slope. The soil 
cover on the side slopes is thin to nonexistent and, in most locations, bedrock is densely welded and 
highly fractured. The side slopes are approximately north- or south-facing in the southern part of the 
site and, therefore, have different seasonal solar radiation loads. In the northern washes, where the 
side slopes face more southwestward and northeastward, the steepness of the slopes accentuates 
seasonal radiation differences. The differences in evapotranspiration between north and south 
facing slopes is modeled in MASSIF (SNL 2008a, Section 6.4.5.3).

Terraces and channels are located at lower elevations of primary washes and have thin soil cover in 
the upper washes and thick soils farther down. Very little bedrock is exposed in the washes. The soil 
in washes has varying degrees of calcium carbonate cementation that commonly is quite extensive. 
The surface of terraces and washes is relatively flat and dissected by old soil channels and active 
channels. Channels differ from terraces in that the periodic runoff that occurs in the channels in 
response to extreme precipitation conditions can rework the channel materials (BSC 2004b, 
Section 7.1.3.3).

2.3.1.3.1.4 Factors Controlling Net Infiltration

The two main factors that control the amount of water than can enter the bedrock as net infiltration 
are (1) the amount and frequency of precipitation (and run-on) supplying water to the soil surface,
and (2) the extent to which the soil can store the water and allow the processes of evapotranspiration 
to return water to the atmosphere. In this analysis, future weather (precipitation) patterns are 
controlled by a combination of climate characteristics and stochastic processes. The extent to which 
water can be stored in the soil is controlled by a combination of soil hydraulic properties, soil depth,
and bedrock conductivity (especially in thin soil regions). Evapotranspiration rates are controlled 
by a combination of soil and vegetation properties, and vegetation properties are highly dependent 
on climate.

2.3.1.3.2 Infiltration Data and Data Uncertainty
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(2) to (4), (7), AC 2(1) to (4), 
AC 3(1), (2)]

To construct the inputs needed for MASSIF, various field and laboratory activities were conducted 
to collect, analyze, and synthesize pertinent hydrologic data. Additional datasets were used to test 
and validate various aspects of the conceptual model, and to validate the numerical model.

Because of the complexity of MASSIF, it was necessary to synthesize a wide variety of hydrologic 
data and information. These data and parameters consisted of many data sets, including (1) digitized 
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topographic, Landsat, geologic, and soil maps; (2) soil and bedrock hydrologic properties; and 
(3) meteorological data (SNL 2008a, Section 4.1[a], Table 4-1[a]).

2.3.1.3.2.1 Infiltration Model Input Data

Each of the parameters that serve as an input to the infiltration model were technically evaluated 
and selected based on their appropriateness for use in calculating net infiltration. Input parameters 
are summarized in the following sections, which are grouped as follows:

• Weather Data—Includes precipitation, temperature, and wind speed measured at Yucca 
Mountain and future climate analogue weather stations. In addition, parameters used to 
simulate snowmelt and sublimation are also developed for use in the model. Runoff data 
are used only for model validation activities.

• Distribution of Soils and Bedrock and Laboratory Measurements of Soil and 
Bedrock Hydrologic Properties—Includes the geologic input to MASSIF (soils and 
bedrock types and spatial distributions, and soil depth classes over the modeling domain), 
the geographic inputs (cell coordinates, elevations, slope, azimuth, watershed 
delineations), and other site characteristics.

• Vegetation Parameters—Includes maximum rooting depth, plant height, basal 
transpiration coefficients, normalized difference vegetation index (NDVI) corrected for 
the Yucca Mountain environment, and the slope and intercept of the least squares 
regression between the basal transpiration coefficient and NDVI.

2.3.1.3.2.1.1 Weather Data

Calculation of net infiltration requires an input file containing precipitation, minimum and 
maximum air temperatures, and mean wind speed on a daily basis. The MASSIF model varies 
precipitation and temperature with elevation. It also requires a linear fit to hours of precipitation as 
a function of total precipitation for the day in order to calculate the rainfall duration relationship. 
Additional inputs to MASSIF include snowmelt and snow sublimation coefficients.

Section 2.3.1.2 describes the three climate states forecast to occur during the next 10,000 years at 
Yucca Mountain, which are identified as present-day, monsoon, and glacial-transition (BSC 2004a, 
Section 6.6, Table 6-1). Existing weather records for Yucca Mountain and analogue sites 
representing future climate states, however, cover less than 100 years. In order to capture the full 
range of infiltration uncertainty, the performance assessment must assure that low probability 
extreme precipitation years have been considered. Therefore, rather than use the meteorological 
records directly as input, MASSIF characterized each record in terms of periodic functions that 
summarized the records of precipitation, temperature, and wind speed at each meteorological 
station (SNL 2008a, Section 6.5.1). This approach of developing synthetic datasets of precipitation, 
air temperature, and wind speed enabled the simulation of average infiltration over periods of time 
that span hundreds and thousands of years.

Precipitation—The precipitation record at each location was stochastically generated and 
characterized by four probabilistic parameters: (1) two parameters that describe occurrence of 
— —
2.3.1-37



DOE/RW-0573, Rev. 0 Yucca Mountain Repository SARDocket No. 63–001
precipitation based on a first-order Markov process, (a) the probability that day d is dry given that 
day d−1 is dry, and (b) the probability that day d is dry, given that day d−1 is wet; and (2) two 
parameters from a lognormal distribution describing the amount of precipitation that occurs if 
day d is wet, the mean of the lognormal distribution, and the mean of the natural logarithm of the 
amount of precipitation:

p00(d) = the probability that day d is dry, given that day d−1 is dry

p10(d) = the probability that day d is dry, given that day d−1 is wet

λ(d) = mean of the lognormal precipitation distribution, given that day d is wet

m(d) = mean of the natural logarithm of the amount of precipitation, given that day d
is wet.

Each of these four parameters varies throughout the year. This temporal behavior is described by a 
two-term Fourier series with three parameters. For example:

p00(d) = a00 + b00 sin(θ00 + 2πd / 365) (Eq. 2.3.1-1)

Therefore, there are 12 parameters that represent the precipitation record for a meteorological 
station: a00, b00, θ00, a10, b10, θ10, aλ, bλ, θλ, am, bm, and θm. For each of the 10 stations, the four 
probabilistic parameters are determined from the available records (SNL 2008a, Appendix F). The 
climate behavior at each site is strongly correlated with elevation, and each of the four probabilistic 
parameters for each site was adjusted for elevation using a linear lapse rate correction (SNL 2008a,
Appendix F). After the parameters were lapse corrected, the Fourier parameters for each location 
and for each of the four probabilistic parameters were calculated (SNL 2008a, Tables F-4[a], F-5[a]
and F-6[a]).

Temperature—Unlike the periodic functions developed for modeling precipitation, the periodic 
functions that simulate the temperature record for a meteorological station are not stochastic. 
Rather, they represent the average minimum and maximum temperatures for each day of the year. 
Because wet days tend to have smaller differences between the minimum and maximum, wet days 
and dry days have separate representations, resulting in a total of four periodic temperature 
functions: dry minimum, dry maximum, wet minimum, and wet maximum.

For example:

(Eq. 2.3.1-2)Tdrymax αdrymax
x βdrymax–
365 2π( )⁄

----------------------------⎝ ⎠
⎛ ⎞sin= γdrymax+
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where

χ = the day of year from 1 to 365 (January 1 through December 31; February 29 
on leap years is ignored).

α = half the annual difference in temperature (minimum or maximum) between 
summer and winter values, according to the model. It is the amplitude of the 
sine function and is in units of temperature.

β = the calendar day of the year when the model temperature is rising and passes 
through its central value.

γ = the mean value for the temperature, according to the model.

Because each of these periodic temperature functions is also represented by a two-term Fourier 
series, there are 12 parameters that represent the temperature record for a meteorological station. 
Simulation of Net Infiltration for Present-Day and Potential Future Climates describes the method 
used to calculate this set of temperature parameters from a meteorological record, and reports the 
results for each relevant meteorological station (SNL 2008a, Appendix F).

Wind Speed—Wind speeds are calculated by averaging the monthly wind data collected at the 
four Yucca Mountain meteorological stations: Site 1, Site 2, Site 3, and Site 6. Therefore, there 
were 12 wind speed parameters, one for each month. These values are then converted to 
equivalent wind speed at 2 m above ground level. Each monthly average is applied at the middle 
of the month and the wind speeds for other days are interpolated between two monthly averages. 
Wind speed data for the monsoon and glacial transition climates are approximated by the present 
day climate wind speed, because the analogue sites are not appropriate for approximating wind 
speed due to geomorphic differences between sites. The wind speed averages have normal 
distributions, based on the mean and standard error (SNL 2008a, Section 6.5.1.3[a]).

Present-Day Climate—Data from 10 local and regional meteorological stations in the Yucca 
Mountain region provide precipitation, temperature, and/or wind speed parameters for the 
present-day climate. These include 5 Yucca Mountain stations, 4 Nevada Test Site stations, and 
1 National Climatic Data Center station located at Amargosa Valley (SNL 2008a,
Section 6.5.1.3[a]).

Temperature and precipitation lapse rates are used to adjust each meteorological station’s
parameters to an elevation equivalent to the top of Yucca Mountain. The Handbook of Hydrology
provides a dry adiabatic temperature lapse rate (Maidment 1993, p. 2.27). The parameters for the 
10 stations are used to develop a lapse rate for each zero-order precipitation parameter (a00, a10, aλ, 
am) of the present-day climate (SNL 2008a, Appendix F).

Using the probabilistic parameters described above, the mean annual precipitation for each of the 
10 stations was estimated, and adjusted to the elevation at the top of the mountain. The adjusted 
values for mean annual precipitation for each station range from 170 to 250 mm. The potential range 
of mean annual precipitation was corroborated by other data sets (SNL 2008a, Appendix F).
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Comparisons of the ranges of precipitation data and the ranges of modeled precipitation are 
described in Section 2.3.1.3.4.

For the present-day climate, a uniform uncertainty distribution was assigned to each zero-order 
precipitation parameter. The extremes of the distribution are the minimum and the maximum values 
among those obtained by analysis of the 10 stations, extended by one standard error (SNL 2008a,
Section 6.5.1.3[a], Appendix F). The phase parameters were assigned uniform distributions (SNL 
2008a; Table 2.3.1-7).

For each of the eight first-order precipitation parameters (b00, θ00, b10, θ10, bλ, θλ, bm, and θm), the 
assigned uncertainty distribution was usually a normal distribution, established by the mean and 
standard deviation for the 10 stations. The values for the phase parameters were consistent with peak 
precipitation in the winter (SNL 2008a, Section 6.5.1.3[a]). The phase parameters were assigned 
uniform distributions (SNL 2008a; Table 2.3.1-7).

All of the temperature parameters were assigned uncertainty distributions that were uniform, with 
a range determined by the minimum and maximum values for four sites (Yucca Mountain Sites 1, 
2, 3, and 6). (SNL 2008a, Section 6.5.1.3[a]). The nominal values, uncertainties, and distribution 
types for all precipitation, temperature, and wind speed parameters for the present-day climate are 
shown in Table 2.3.1-7.

Monsoon Climate—Section 2.3.1.2.3.1.2 describes the manner in which the stations at Hobbs, 
New Mexico, and Nogales, Arizona, were selected to represent the wet upper bound for the 
monsoon climate. Section 2.3.1.2.3.1.2 states that the conditions at Yucca Mountain today are 
representative of the dry lower bound for the monsoon climate. As for seasonal variation, the 
climate during this period would vary from episodes of intense summer rain to present-day-like 
climates with relatively more winter and less summer precipitation (BSC 2004a, pp. 6-47 to 6-50).

The National Climatic Data Center precipitation normals provide corroboration for the Fourier 
coefficients for these stations. Using the probabilistic parameters described above yields mean 
annual precipitation of 406 mm for Hobbs and 421 mm for Nogales. The phases for the first-order 
Fourier terms correspond to peak precipitation in the summer (SNL 2008a, Section 6.5.1.4).

The zero-order precipitation parameters indicate that precipitation in Hobbs is characterized by 
generally less frequent storms and greater precipitation per storm than is observed in Nogales. 
Combining the “wetter” value of each probabilistic parameter yielded a mean annual precipitation 
of 516 mm. This level of precipitation exceeds the National Climatic Data Center normals, and 
could have been enough to generate the appropriate lake in the Owens Basin during the previous 
cycle (SNL 2008a, Section 6.5.1.4).

For the zero-order precipitation terms, the assigned uncertainty distribution was a uniform 
distribution. To assure that the extremes captured the full range of uncertainty, they were the 
minimum and maximum of all values from the analyses of present-day and upper-bound monsoon 
sites (SNL 2008a, Section 6.5.1.4).

The monsoon climate is a climate where winter precipitation exists but does not dominate mean 
annual precipitation. The climate during this period would vary from episodes of intense summer 
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rain to present-day-like climates with relatively more winter and less summer precipitation (BSC 
2004a, p. 6-50). Moreover, the uncertainty in phase for the lower-bound representative climate and 
the two upper-bound representative climates is low relative to other sources of uncertainty and 
screened out of the uncertainty analysis (SNL 2008a, Table I-7). Therefore, as the winter and 
summer periods lead to opposite phases, this bimodal behavior is captured by using the phase of the 
summer precipitation and using uncertainty on the amplitude to switch from summer precipitation 
to winter precipitation (SNL 2008a, Section 6.5.1.4).

A monsoon climate has strong seasonal variation, which makes the first-order terms more important 
than for other climates. The amplitudes for the first-order terms differ greatly between the two 
upper-bound stations. Nogales has the greater seasonal variation in the probability that a day is wet. 
Hobbs has the greater variation in the average precipitation on wet days. Some first-order 
magnitudes for the two stations differ by more than a factor of two, with standard deviations larger 
than the standard deviations in the corresponding zero-order terms (SNL 2008a, Section 6.5.1.4).

As a result of uncertainty associated with the analogue sites, a range from 1 σ below the lower value 
to 1 σ above the upper value was used to capture about 90% of the hypothetical distribution between 
the two stations. Therefore, the assigned uncertainty distribution for the magnitude of a first-order 
term for the upper-bound monsoon climate is a uniform distribution from 1 σ below the lower value 
to 1 σ above the upper value (SNL 2008a, Section 6.5.1.4). The assigned uncertainty distribution for 
the phase of each first-order precipitation term is a uniform distribution. The extreme values are the 
values for the two upper-bound stations (SNL 2008a, Section 6.5.1.4).

Because the first-order terms for the lower-bound stations are completely out of phase with the 
upper-bound terms, they may be represented by negative values of the amplitude coefficients. 
Therefore, the amplitude of a first-order term may range from the largest value for the present-day 
climate, plus 1 σ, but taken as negative, to the larger of the values from the upper-bound stations, 
plus 1 σ, taken as positive (SNL 2008a, Section 6.5.1.4).

All of the temperature parameters were assigned uniform uncertainty distributions, with a range 
determined by the minimum and maximum values for four sites (Yucca Mountain Sites 1, 2, 3, 
and 6). It was assumed that the wind speed approximated for the present-day climate was an 
adequate approximation for the wind speed expected during the monsoon climate (SNL 2008a,
Section 6.5.1.4). The nominal values, uncertainties, and distribution types for all precipitation, 
temperature, and wind speed parameters for the monsoon climate are shown in Table 2.3.1-8.

Glacial-Transition Climate—Weather stations in eastern Washington State were chosen to 
represent the upper bound glacial-transition climate, and weather stations in Beowawe, Nevada, 
and Delta, Utah, were chosen to represent the lower bound glacial-transition climate 
(Section 2.3.1.2.3.1.2). The National Climatic Data Center precipitation mean provides 
corroboration for the Fourier coefficients for these stations. For the upper-bound stations, the 
phase parameters correspond to peak storm frequency in December through February, but peak 
storm magnitude in May through June. The lower-bound station parameters reflect peak frequency 
in the winter, but peak magnitude in June through August. The difference in wettest months arises 
because the upper-bound stations have larger seasonal variation in frequency, while the 
lower-bound stations have a larger seasonal variation in magnitude (SNL 2008a, Section 6.5.1.5).
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Most of the assigned uncertainty distributions for precipitation and temperature parameters have 
uniform distributions because there is no basis for weighting one analogue site over another, or for 
weighting these parameters in any shape other than uniform. The extremes of the distributions are 
the minimum and the maximum values among those obtained by analysis of the five 
glacial-transition meteorological stations, extended by one standard error. The nominal value is the 
midpoint between these extremes. The exceptions are the phase coefficients for precipitation; a 
normal distribution is assigned to the phase coefficients for the Markov probabilities using the 
weighted average and standard deviation (SNL 2008a, Section 6.5.1.5, Appendix F).

It was assumed that the wind speed approximated for the present-day climate was an adequate 
approximation for the wind speed expected during the glacial-transition climate, because there is no 
basis for predicting wind speed during the monsoon and glacial-transition climate states. The 
analogue sites for future climate states are used for developing precipitation and temperature data 
inputs, not wind speed inputs. The nominal values, uncertainties, and distribution types for all 
precipitation, temperature, and wind speed parameters for the glacial-transition climate are shown 
in Table 2.3.1-9.

Generation of Weather-File Input—One of the inputs to MASSIF is a weather file with data for 
each day. Each day's data set consists of the amount of precipitation, the minimum and maximum 
temperatures, and the average wind speed at 2 m above the ground. For a given set of weather 
parameters, a stochastic algorithm produces a 1000 year sample of daily precipitation. For wet 
days, the amount of precipitation was determined from a random number and the cumulative 
lognormal probability distribution (SNL 2008a, Section 6.5.1.6[a]).

The MASSIF model domain covers approximately 125 km2 and generates a map of daily 
infiltration through each of 139,092 grid cells, averaged over a sample of years. Therefore, it was 
not practical to calculate daily infiltration through each area for 1,000 years. This challenge was 
addressed by taking a sample of the simulated years, including several years with high precipitation. 
Long-term mean annual net infiltration was calculated as the weighted mean net infiltration for 
10 representative precipitation years, each with its associated probability of occurrence. The 
10 representative years have recurrence intervals of 1.0, 1.2, 1.6, 2.2, 3.6, 10, 33, 100, 333, and 
1000 years. Each sample year was weighted by its relative probability in calculating the map of 
average annual infiltration. This approach assured that the effects of extreme events were 
recognized but given appropriate weight in the analysis (SNL 2008a, Section 6.5.7.5).

Long-term mean net infiltration is calculated as the weighted mean net infiltration for 
10 representative precipitation years, each with its associated probability of occurrence. In 
general, low probability years experience higher net infiltration but contribute only a small 
percentage to the long-term mean. Since the sum of the probabilities of occurrence equals 1, and 
the years were selected from a set of 1,000, the recurrence interval for a given representative year 
represents the average number of years that would pass before annual precipitation exceeded that 
predicted for the representative year. The recurrence interval is calculated as:

(Eq. 2.3.1-3)Tk
1

1 pk–
-------------=
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where Tk is the recurrence interval (in years) of year k and pk is the probability that annual 
precipitation in any one year will be less than the annual precipitation during year k (Maidment 
1993, p. 18.3). Thus the quantity (1−pk) represents the exceedance probability, which is the 
probability that annual precipitation during any one year will equal or exceed annual precipitation 
during year k. It is also possible to calculate the percent contribution to the long term mean net 
infiltration of each representative year. This is done by multiplying annual net infiltration for each 
year of each realization by the probability of occurrence for that year and then dividing by the 
long-term (weighted) mean net infiltration for each realization. Tables 2.3.1-10 to 2.3.1-12 list the 
exceedance probability, the mean annual net infiltration, the recurrence interval, and the fraction of 
contribution to long-term mean net infiltration for each of the 10 representative years (k = 1 to 10) 
for each of the three climates, respectively.

Other Climate Parameters—The lognormal fit to the wet-day precipitation amount did not fit 
the probability of extreme events very well. Although the assigned probability for extremely 
heavy precipitation was very small, it was higher than the data. Therefore, an input that limited the 
total precipitation for one day was implemented in MASSIF (SNL 2008a, Section 6.5.1.7[a]). The 
value chosen was the largest observed rainfall in the USA during a 24 hr period, which was 
983 mm in Yankeetown, FL in 1950 (Maidment 1993, p. 3.36, Table 3.10.2). However, it is 
important to note that the infiltration calculated for a water year containing such an extreme event 
is weighted, as previously described, effectively reducing its impact on average annual net 
infiltration. It is also notable that very extreme rainfall events are likely to result in significant 
overland flow and runoff, and will not greatly affect net infiltration.

A temperature-index snowmelt equation from the Handbook of Hydrology (Maidment 1993, 
p. 7.24) was implemented in MASSIF for calculating daily snowmelt for days with snow 
accumulation. Maidment (1993, p. 7.24) provides temperature-index expressions for calculating 
daily snowmelt for various regions of North America. The closest such site to Yucca Mountain is 
Sierra Nevada, California. This site has latitude similar to that of Yucca Mountain, and was therefore 
the most appropriate site to use in this table. A uniform distribution was assumed to represent 
snowmelt conditions at Yucca Mountain during the glacial-transition climate. This distribution was 
used for all climates because there was not significant snow during the present-day and monsoon 
climates (SNL 2008a, Section 6.5.1.7[a]).

Estimates of sublimation of snowpack vary widely. A range of 0% to 20% (with a uniform 
distribution) was assumed to represent reasonable annual snow sublimation amounts at Yucca 
Mountain during the glacial-transition climate. This value was used for all climates because there 
was not significant snow during the present-day and monsoon climates. The sublimation coefficient 
was multiplied by daily precipitation for days when the mean daily air temperature was less than 
0°C, and that amount was removed from the precipitation total in the form of snow sublimation 
(SNL 2008a, Section 6.5.1.7[a]).

Precipitation duration is a highly variable parameter in desert environments. For each climate, a 
linear function was developed that related the precipitation duration to the amount of rain that fell 
on a given day. Four sets of analyses were done to characterize precipitation duration parameters for 
each climate (SNL 2008a, Section 6.5.1.7[a]). For the MASSIF calculation, which uses a daily time 
step, an assumption was made that daily precipitation occurred as a single event rather than multiple 
shorter events separated by dry periods during the day. Given this assumption, and for a given 
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precipitation day, the number of hourly intervals was, on average, equal to one hour greater than the 
actual precipitation duration for that day. Although there is a large standard error associated with 
this linear function, results of the uncertainty analysis (Section 2.3.1.3.3.2.2) indicate that net 
infiltration was insensitive to the slope of this function (SNL 2008a, Section 6.5.5).

The hydrologic processes of run-on and runoff are validated in the MASSIF model by comparison 
of measured streamflow data with MASSIF predictions of runoff (streamflow) at the discharge cells 
at the base of streamflow watersheds. There were six streamflow gauges located within the Yucca 
Mountain infiltration model domain used in this validation analysis (SNL 2008a, Section 7.1.3). 
These six gauges were part of the U.S. Geological Survey streamflow monitoring network (SNL 
2008a, Section 7.1.3, Table 7.1.3-1). Streamflow data were recorded at some of these six gauges 
during storms in water years 1993, 1994, 1995, and 1998. Data with zero streamflow and 
incomplete records were not used, so streamflow data from water years 1995 and 1998 were used 
in the net infiltration analysis (SNL 2008a, Section 7.1.3). Section 2.3.1.3.4.1 describes the 
comparison of runoff data to simulations using MASSIF.

2.3.1.3.2.1.2 Geologic and Geographic Inputs

Geologic inputs to MASSIF included parameters for Yucca Mountain soils and bedrock, and spatial 
distributions for soil types, soil depth classes, and bedrock types over the modeling domain. 
Geographic inputs included data used to define cell coordinates, elevations, slope, azimuth, 
watershed delineations, surface flow routing, and other site characteristics. The geologic and 
geographic parameters were organized into a “geospatial” database (SNL 2008a, Appendix B). 
Geospatial parameters were handled in two different ways. The values of some parameters were 
specified such that they varied independently from cell to cell (e.g. elevation and potential 
vegetation response). Other parameters, such as bedrock hydraulic conductivity or soil properties, 
were identified as a group of grid cells representing regions where particular properties were 
assigned ranges of values.

The accuracy of net infiltration estimates at any one location is limited by spatial variability and 
uncertainties in soil, bedrock, and vegetation properties at that location. For example, soil depth can 
vary from zero to tens of meters within a single 30 × 30 grid cell, and bedrock saturated hydraulic 
conductivity can change by two orders of magnitude depending on whether fractures are filled or 
not at a given location. In order to run the model, it was necessary to define these properties for every 
30 × 30 m grid cell in the infiltration modeling domain. The approach taken was to upscale and 
group the available measurements and estimates for properties. This approach assumes that small 
scale variations in soil and rock properties are not as significant as variations that occur between 
different soil and rock types. This assumption is valid because small scale spatial variations in net 
infiltration are not important for downstream users of model output.

An example of this limitation is the answer to the question of whether net infiltration at Yucca 
Mountain is focused beneath stream channels, or if it predominantly occurs in shallow soils. Since 
there is very little direct information about such a spatial distribution, there is considerable and 
significant uncertainty in the spatial distribution of net infiltration results. Furthermore, because soil 
and bedrock properties are represented as uniform over a spatial area assumed to define a given soil 
or rock type, the actual spatial variability of net infiltration is likely underestimated by the model.
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The spatial inputs of elevation, azimuth, and slope were used for calculations of runoff and 
temperature and precipitation adjustments for elevation, and were important for developing other 
parameters relating to evapotranspiration (SNL 2008a, Section 6.5.2.1[a]).

The Shuttle Radar Topography Mission data were selected as the best source for topography data for 
infiltration modeling (SNL 2008a, Appendix B). The Shuttle Radar Topography Mission data were 
obtained from the U.S. Geological Survey Earth Resources Observation and Science Data Center.

The MASSIF infiltration model domain included the area that drains Yucca Mountain above the 
repository waste emplacement area where 11 separate drainages (or watersheds) were delineated; 
3 larger basins drain the east face of the ridge, and 8 smaller basins drain the west face. The 
watersheds were delimited using elevation and slope to define surface water flow direction to a 
single outlet (Figure 2.3.1-16) (SNL 2008a, Section 6.5.2.1[a]).

Elevation data from Shuttle Radar Topography Mission required processing for use in the geospatial 
database, as the Shuttle Radar Topography Mission cell size and map coordinate projections did not 
correspond to those needed for the infiltration model. Once cell size and map coordinate projections 
were revised, the elevation data served as the base data layer from which multiple derivative data 
layers were created. These additional layers provided information, such as slope and aspect, which 
were required by the MASSIF infiltration model (SNL 2008a, Section 6.5.2.1[a]). Uncertainties in 
the Shuttle Radar Topography Mission data were analyzed by Rodriguez et al. (2005). The absolute 
error for Shuttle Radar Topography Mission data in North America is 12.6 m, for a 90% confidence 
interval. The absolute elevation error for Shuttle Radar Topography Mission data in North America 
is 7 m, for a 90% confidence interval. A map of elevation within the model domain from the Shuttle 
Radar Topography Mission dataset is shown in Figure 2.3.1-17.

2.3.1.3.2.1.3 Soil Properties

Soil maps and soil depth estimates, including uncertainty and spatial variability, were developed in 
Data Analysis for Infiltration Modeling: Technical Evaluation of Previous Soil Depth Estimation 
Methods and Development of Alternate Parameter Values (BSC 2006c) and were further 
summarized for the MASSIF model in Simulation of Net Infiltration for Present-Day and Potential 
Future Climates (SNL 2008a, Section 6.5.2.4[a]). Assumptions were made, based on scientific 
judgment, that soil depth and properties could be considered to be constant for the next 10,000 years 
(SNL 2008a, Section 5). Soil hydraulic properties and associated uncertainties are developed in 
Data Analysis for Infiltration Modeling: Development of Soil Units and Associated Hydraulic 
Parameter Values (BSC 2006a).

Soil classifications and mapping based on analyses performed by the U.S. Geological Survey in 
1996 were evaluated for technical adequacy for use in infiltration modeling. The initial 
U.S. Geological Survey soil classifications were developed from a map of surficial deposits that 
characterized soil types based primarily on extent of soil development, geomorphic character, and 
topographic position (BSC 2006a, Section 6.2.1). The original 40 map units were combined into 
10 soil units. The group of 10 soil units, referred to as the “base case” units, are based on 
depositional character and relative age (BSC 2006a, Section 6.2.3). An alternative soil classification 
system consists of four soil groups, which are combinations of the base case soil units. The 
alternative grouping was developed because several of the base case soil units had similar properties 
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but a very limited number of samples upon which to base the hydrologic properties for each unit. By 
combining soil units into fewer groups, based on depositional character, the sample size for each 
group was increased, thus providing a better basis for performing statistical analysis on the data sets 
without loss of relevant information or the characterization of uncertainty. MASSIF used properties 
derived for the alternative soil grouping (Figure 2.3.1-18) (SNL 2008a, Section 6.5.2.2[a]).

Representative hydraulic parameter values of each of the soil units were developed by matching the 
texture of samples from Yucca Mountain soil units to similar soil textures in an analogous site 
(Hanford, WA) database (BSC 2006a, Section 6.1). This pedotransfer function approach (BSC 
2006a, Section 6.3) is nonparametric and is beneficial when the form of the relationship between the 
inputs and outputs is not known in advance, such as is the case with soil hydraulic properties. 
Saturated hydraulic conductivity (Ksat_soil), field capacity (θFC), permanent wilting point (θWP), 
saturated moisture content (θs), and water-holding capacity (θHC) were determined for each of the 
soil groups (Tables 2.3.1-13 and 2.3.1-14). The pedotransfer approach introduces uncertainty due to 
the fact that the Hanford soil property database represents soils in a location and depositional 
environment that is different from Yucca Mountain. The use of the Hanford soil property database 
is likely to be conservative because the field capacity of the Hanford soils is less than the field 
capacity reported for Nye County soils, which are likely to be more representative of site-specific 
soils than Hanford soils (BSC 2006a, Section 6.4.6, Figures 6-20 and 6-21).

In order to evaluate soil depths, the infiltration model area was divided into five soil depth classes 
(Figure 2.3.1-19). The five depth classes have median depths of 95.1 m, 12.19 m, 2.07 m, 0.25 m, 
and 0 m (exposed bedrock), for soil depth classes 1, 2, 3, 4, and 5, respectively. Each soil depth class 
region was associated with a distribution of soil depths and recommendations on the treatment of 
soil depth for infiltration modeling.

The distribution of one of the soil depth classes (soil depth class 4) was especially important because 
of the significant sensitivity of net infiltration to shallow soil depth (Section 2.3.1.3.3.1.2) and the 
large relative proportion of the modeling domain covered by this soil depth class (70% of the 
unsaturated zone model domain) (SNL 2008a, Table 6.5.2.4-1[a]). For these reasons, multiple 
analyses were performed on two soil depth data sets. The first data set consists of the 
35 observations of soil depth that are documented in Data Analysis for Infiltration Modeling: 
Technical Evaluation of Previous Soil Depth Estimation Methods and Development of Alternate 
Parameter Values (BSC 2006c). However, it was unclear how well the 35 observations represented 
the actual spatial distribution of this soil depth class. There may be a bias toward deeper soils, since 
none of the 35 observations include soil depth of 0 m, while observations of patches of bare rock 
have been made in the area covering soil depth class 4 during field trips to the site. Therefore, the 
use of this dataset alone could lead to overestimating soil depth and underestimating net infiltration 
(SNL 2008a, Section 6.5.2.4.1[a]).

For this reason, a second source of corroborating information was used to create a second spatial 
distribution of shallow soil depth. Simulation of Net Infiltration for Present-Day and Potential 
Future Climates (SNL 2008a, Section 6.5.2.4.1[a]) contains soil depth observations in several 
places at Yucca Mountain. Most of the observations are for shallow soil and should correspond to 
regions of soil depth class 4. This new distribution was defined using eight ranges of soil depths. To 
represent the piecewise distribution, a series of two random numbers was generated. The first was 
used to randomly select from the predefined ranges of soil depth, and the second was used to sample 
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a soil depth from within the selected bin. This Monte Carlo approach was repeated 1,000 times to 
create a distribution.

Two fitting methods (probability plotting and least squares) were applied to the soil depth ranges 
in the second dataset. However, because 25% of the distribution is equal to 0 m, and a lognormal 
distribution is not defined for values of zero, each of these fitting methods had to be modified. 
Two approaches were considered for modifying the fitting methods:

• In the first approach, it is assumed that the information available is known only for values 
greater than zero, and that nonzero values represent only 75% of the distribution. This 
assumption allows calculation of the arithmetic and geometric means of the fitted 
lognormal distributions directly, but it does not necessarily result in a good fit.

• In the second approach, it is assumed that the distribution is bimodal. Like the first 
approach, the fitting is done with nonzero values; however, they are considered to 
represent the whole distribution. The final estimates of the arithmetic and geometric 
means are corrected to include 25% of zero values. This approach leads to a better fit, but 
makes the estimation of the geometric mean more difficult.

The minimum value of soil depth for soil depth class 4 is equal to 0.1 m. This value corresponds to 
the bounds for the geometric mean on the second data set using the first approach, and the geometric 
mean on the second data set using the second approach. The maximum soil depth for depth class 4 
is equal to 0.5 m. This value corresponds to the upper bound of the arithmetic mean using a 
probability-plot fitting method on first dataset. Because there is no reason to favor any of these 
values (or any intermediate value), a uniform distribution for soil depths between 0.1 m and 0.5 m 
was selected to represent uncertainty in the upscaled quantity used to represent an effective uniform 
value of soil depth class 4. This range does not represent the spatial variability of soil depth class 4 
(which would have a range of 0 to 3 m). This approach ensures that soil depth is not overestimated 
(and, therefore, net infiltration is not underestimated because the selected range is large for an 
upscaled uniform value, and has a bias towards shallower soil depths) (SNL 2008a, 
Section 6.5.2.4.1[a]).

Soil depths were also measured by the Center for Nuclear Waste Regulatory Analyses staff and 
contractors during two site visits to Yucca Mountain in 1998. A total of 56 values of representative 
soil depth were recorded (Fedors 2007). The Center’s sampling locations are further west than all 
but a few of the 35 Yucca Mountain Project sample locations (first dataset described above). This 
difference in sampling locations should be expected to result in the Center’s samples having slightly 
shallower soil depths than the Yucca Mountain Project samples, because the Center’s samples are 
closer to the mountain crest, and are likely to be located at higher elevation than the Yucca Mountain 
Project samples. Comparison of these two datasets indicates that the Center’s dataset is not 
statistically equivalent to the Yucca Mountain Project dataset, and the Center’s samples are slightly 
shallower than the Yucca Mountain Project samples. If there is a bias toward deeper soils in the 
Yucca Mountain Project dataset than in the Center’s dataset, then such a bias is likely to be 
counteracted by the impact of using a uniform rather than a lognormal distribution for upscaled 
uniform soil depth (SNL 2008a, Section 7.2.4[a]). Although the Center’s dataset is slightly 
shallower than the Yucca Mountain Project dataset, 51 of the 56 Center’s samples are between 
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0.08 and 0.61 m (Fedors 2007), which compares well to the range of the effective upscaled uniform 
value for soil depth class 4 (0.1 to 0.5 m).

The Center for Nuclear Waste Regulatory Analyses dataset provides additional confidence in the 
range of soil depth values used for the shallow depth class 4 with MASSIF, since this independent 
dataset closely overlaps the Yucca Mountain Project dataset, especially given the heterogeneity of 
soil depth measurements at Yucca Mountain (SNL 2008a, Section 7.2.4[a]).

2.3.1.3.2.1.4 Bedrock Properties

An infiltration hydrogeologic unit system was developed consisting of bedrock types (infiltration 
hydrogeologic units) that have differing hydrogeologic properties with special emphasis on 
hydraulic conductivity (Table 2.3.1-15) (BSC 2006b, Section 6.2). The infiltration hydrogeologic 
units were defined on the basis of lithostratigraphic contacts in boreholes (BSC 2004c). The 
correlation of lithostratigraphic units and infiltration hydrogeologic units enabled the 
extrapolation of the infiltration hydrogeologic units to exposures at the ground surface, where 
most of the correlated lithostratigraphic units have been documented on the following geologic 
maps:

• Preliminary Geologic Map of Yucca Mountain, Nye County, Nevada, with Geologic 
Sections (Scott and Bonk 1984)

• Bedrock Geologic Map of the Central Block Area, Yucca Mountain, Nye County, Nevada 
(Day et al. 1998)

• Digital Geologic Map of the Nevada Test Site and Vicinity, Nye, Lincoln and Clark 
Counties, Nevada, and Inyo County, California, Revision 4; Digital Aeromagnetic Map of 
the Nevada Test Site and Vicinity, Nye, Lincoln, and Clark Counties, Nevada, and Inyo 
County, California; and Digital Isostatic Gravity Map of the Nevada Test Site and 
Vicinity, Nye, Lincoln, and Clark Counties, Nevada, and Inyo County, California (Slate 
et al. 2000).

For map units that did not have any correlative infiltration hydrogeologic units, proxy infiltration 
hydrogeologic units were proposed based on similarities in lithostratigraphic characteristics. These 
correlations of infiltration hydrogeologic units to lithostratigraphic units to map units provided the 
basis for the bedrock hydraulic conductivity map shown in Figure 2.3.1-20 (SNL 2008a,
Section 6.5.2.5[a]).

The model area included the entire Busted Butte 7.5 min quadrangle and the southern half of the 
Topopah Spring NW 7.5 min quadrangle. Because bedrock hydrologic properties were assigned on 
the basis of lithology, bedrock geologic units were assigned to each grid cell. This was 
accomplished with a digital manipulation of existing geologic mapping data covering the area (BSC 
2006b, Section 6.2.2).

Uncertainty in bulk bedrock conductivity includes the possibility that some portion of the filled 
bedrock fractures contains open conduits, and, therefore, the potential for net infiltration is not 
underestimated (SNL 2008a, Section 8.3[a]).
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Saturated hydraulic conductivity (Ksat) data were developed for each of 38 rock types or 
infiltration hydrogeologic units that form the bedrock at Yucca Mountain. Bulk hydraulic 
conductivity (Ksat) was calculated for a composite porous medium consisting of matrix and 
fractures filled with permeable caliche. For each bedrock geologic unit, the approach used to 
calculate the mean and the variance of the bulk bedrock saturated hydraulic conductivity was as 
follows:

• The bedrock was modeled as consisting of matrix rock and fractures. Bedrock Ksat values 
were calculated for filled fractures and open fractures, and a nominal value was selected 
for Ksat between these values. For two rock types (405 and 406), bedrock Ksat was 
sampled within a range representing filled to open fractures (with 200 um aperture) (SNL 
2008a, Table 6.5.2.6-1, Section 6.5.5).

• Each of these materials was characterized by its median and standard deviation of log Ksat
(BSC 2006b, Sections 6.4.3 and 6.4.4).

• The fraction of the soil-bedrock interface occupied by fractures—termed the fracture 
volume fraction, was characterized by a beta distribution (BSC 2006b, Section 6.3).
Because fracture volume fraction must fall in the range of zero to one, a beta distribution 
is suitable to describe the spatial variability of the fracture–volume–fraction values. This 
approach is consistent with the unsaturated zone transport abstraction model (SNL 2008c, 
Section 6.5.7, Addendum 1), which uses a beta distribution to describe the uncertainty of 
porosity. Fracture volume fraction is essentially a measure of fracture porosity.

• The bedrock hydraulic conductivity was calculated by combining these data and by 
propagating the uncertainty (BSC 2006b, Section 6.4.5 and Appendix B).

Conceptually, flow in the matrix and filled-fracture material is through parallel flow paths. Kbulk for 
the composite porous medium of matrix and fractures filled with permeable caliche is, therefore, 
calculated as the arithmetic mean of the two Ksat values weighted by volume fraction.

Kbulk = fvf Kff + (1 − fvf)Km (Eq. 2.3.1-4)

where fvf is the fracture volume fraction; Kff is the Ksat of the fracture-filling material, and Km is the 
Ksat of the matrix; Kbulk is the Ksat of the composite bedrock (BSC 2006b, Tables 6-6 and 6-8).

A Monte Carlo approach was used to estimate the shape of the resulting distribution: 30,000 values 
were sampled from the distribution of each input variable from which Kbulk is estimated (BSC 
2006b, Section 6.4.5.1). The resulting Monte Carlo distribution of Kbulk values, representing the 
spatial variability, is close to a lognormal distribution in shape for most of the 38 infiltration units. 
For most of the model area, bedrock saturated hydraulic conductivity based on the consideration of 
filled fractures is 2.4 × 10−7 m/s or less.

Field observations indicate that caliche infilling of fractures and other voids is pervasive in many 
areas, but in others, particularly where soil cover is thin (because soil is the source of the caliche), 
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it is spotty, does not completely fill fractures, or is absent. Comparison of the infiltration rate 
measured in the Alcove 1 infiltration test with the mean bulk bedrock Ksat for infiltration 
hydrogeologic unit 404 (BSC 2006b, Section 6.4.5.3) also suggests that the fractures at that location 
are not completely filled. In view of these observations, the bulk bedrock saturated hydraulic 
conductivity calculated for filled fractures must be regarded as a lower bound of bulk bedrock 
saturated hydraulic conductivity. The upper bound of bulk bedrock saturated hydraulic conductivity 
must be set by some estimate of the percent of fractures containing an additional hydraulic aperture 
(SNL 2008a, Section 6.5.2.6).

Although few data are available to directly quantify either the proportion of fractures that are 
unfilled or the hydraulic aperture to characterize them, reasonable values may be inferred from the 
sources identified in Data Analysis for Infiltration Modeling: Bedrock Saturated Hydraulic 
Conductivity Calculation (BSC 2006b, Section 6.4.5.4.2), including the Alcove 1 and Fran Ridge 
infiltration tests, and analysis of fracture air-permeability data and fracture frequency data. Based 
on these field data values, the upper bound of bulk bedrock Ksat has been calculated using a 200 µm 
hydraulic aperture with all fractures. For the purpose of stochastic simulation, the distribution of 
bulk bedrock Ksat between these bounds is taken as loguniform. The use of a loguniform uncertainty 
distribution between the upper and lower bounds allows for the contribution of unfilled fractures 
while still recognizing that most fractures are filled. A loguniform distribution is appropriate to 
represent the uncertainty because bedrock Ksat, including the effect of partially filled fractures, may 
cover a large range (orders of magnitude) and little information is known about the shape of the 
distribution (BSC 2006b, Section 5.2.7). The upper and lower bounds for bulk bedrock Ksat for the 
38 rock types used in MASSIF are shown in Figure 2.3.1-21. The bulk bedrock Ksat inferred from 
the Alcove 1 test is also shown in this figure, which is about a factor of three lower than the mean 
value given in Table 2.3.1-15. This difference suggests that the methodology used to estimate 
bedrock Ksat is probably biased towards higher Ksat rather than lower Ksat values. The nominal 
(mean) values of bedrock Ksat given in Table 2.3.1-15 were used with MASSIF for 36 of the 38 rock 
types. Rock types 405 and 406 were sampled in the uncertainty analysis because they occupy more 
than 15% of the model area (SNL 2008a, Section 6.5.2.5[a]).

2.3.1.3.2.1.5 Vegetation Parameters

Parameters used to describe the characteristics of the vegetation that are expected to be present at 
Yucca Mountain during the present day and two future climate states include maximum rooting 
depth (Zr), plant height (hplant), basal transpiration coefficients (Kcb), NDVI, and the slope and 
intercept of a linear least-squares regression between Kcb and NDVI (SNL 2008a, Section 6.5.3).

Maximum Rooting Depth and Plant Height—To develop distributions for plant height and 
rooting depth for monsoon and glacial-transition climates, it was necessary to consider what taxa 
might reasonably be expected to occur at Yucca Mountain. The species composition of future 
vegetation communities at Yucca Mountain is a complex issue. It is recognized that multiple 
possibilities for vegetation assemblages exist, and outcomes are dependent on several factors,
including climate, disturbance, and species specific ability to adapt or migrate. The potential for 
certain plant taxa to occur was evaluated by considering several factors, including predicted 
future-climate rainfall and temperature patterns, natural vegetation associated with the climate at 
analogue meteorological station locations, historical vegetation change in response to climate 
change, species tolerance ranges and requirements, and current species composition of plant 
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communities at Yucca Mountain. Factors influencing vegetation at Yucca Mountain, such as soil 
types and topography, differ from those of natural vegetation stands associated with analogue
meteorological station locations. Therefore, species were not selected as potential components of 
future vegetation simply on the basis that they were likely to occur in natural vegetation stands 
associated with the analogue meteorological stations. Simulation of Net Infiltration for 
Present-Day and Potential Future Climates describes the method used to the determine ranges for 
the maximum rooting depth and plant height for each of the three climates. Taxa that currently 
exist at Yucca Mountain, and that are also found within the climatic regions of the analogue 
meteorological stations, are likely to persist and in some cases perhaps expand their distributions. 
These include shrubs, yuccas, cacti, and grasses. While establishment of new species at Yucca 
Mountain during the monsoon climate cannot be ruled out, it is assumed instead that the 
abundance of grasses would increase, and shrub species would increase in abundance. During the 
glacial-transition climate, changes in species composition, community types, and distribution 
ranges are expected. Pinyon-juniper woodlands and other Great Basin species are predicted to 
dominate during this climate state (SNL 2008a, Section 6.5.3.1.3). The ranges of rooting depths 
are 0.6 to 2.6 m for the present-day and monsoon climates, and 0.7 to 4.3 m for the 
glacial-transition climate. The rooting depth for a given grid cell is set equal to soil depth if soil 
depth is less than the rooting depth. The ranges for plant heights are 0.2 to 0.6 m for the 
present-day and monsoon climates, and 0.64 to 1.8 m for the glacial-transition climate.

Maximum rooting depth is assumed to be uniform over the whole domain. Actual rooting depth is 
limited by the soil depth because it is also assumed that nearly all of the water that is transpired 
comes from the soil layer in which active roots are present. It is recognized that roots do sometimes 
extend into bedrock along fractures; however, no locally or regionally relevant studies or data were 
identified that could be used to quantify the relative amount of water these roots might remove 
compared with roots in the soil. Accordingly, evapotranspiration from the bedrock immediately 
below the soil is not explicitly accounted for in the MASSIF model. This is conservative because 
plant roots have occasionally been observed to penetrate bedrock fractures.

Basal Transpiration Coefficients and Normalized Difference Vegetation Index—Plant water 
use is an important component of the water balance for vegetated natural systems and is the 
primary mechanism controlling water loss from the soil during periods when plants are active 
(i.e., during the growing season when soil moisture is available). Because of the inevitable loss of 
water through stomates during the acquisition of carbon for photosynthesis, 95%–99% of the 
water that passes through a plant is lost through transpiration (Nobel 1983, p. 506). Thus, 
transpiration is an accurate estimate of water uptake by plant roots (Nobel 1983, p. 506).

The arid climate at Yucca Mountain is characterized by low and unpredictable rainfall, extreme 
temperatures, and high evaporative demand. Vegetation cover in the Yucca Mountain area is limited 
by both timing and amount of precipitation. Characterizing the timing and magnitude of vegetation 
response to precipitation, and converting that response to values that can be used in the MASSIF 
model, are important to the representation of infiltration at the Yucca Mountain site (SNL 2008a,
Appendix D).

Two methods of characterizing vegetation at Yucca Mountain were used: NDVI data derived from 
satellite imagery, and basal transpiration coefficients (Kcb) derived from ground measurements of 
vegetation characteristics. These two methods are used together to develop vegetation maps of the 
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infiltration model domain. The linear relationship between Kcb and the NDVI makes it possible to 
estimate Kcb from NDVI data (Bausch and Neale 1987; Duchemin et al. 2006). This linear 
relationship is used in the MASSIF model to estimate Kcb from NDVI data for each grid cell in the 
infiltration model domain (SNL 2008a, Appendix D).

The NDVI is an indicator of vegetation vigor often used for measurement of environmental 
response to landscape-scale hydrology. Vegetation indices are calculated using the pixel values for 
the red and near-infrared wavelengths from satellite images. A total of 33 images from three 
representative years (a very dry, an average, and a very wet year) were analyzed. The choice of 
image dates was made with regard to the satellite data available and ancillary data that were 
measured on and near Yucca Mountain. The images represented “snapshots” of the site during the 
growing season, emphasizing those times when the vegetation response was greatest (March 
through June of each year). These images were assembled to represent responses during a water year 
that runs from October 1 through September 30 of subsequent years. A water year more naturally 
captured the cycle of winter precipitation and annual plant growth that is generally senescent in this 
environment during late summer (SNL 2008a, Appendix E).

In order to directly compare images taken on different dates, data was adjusted as follows:

• Adjusted for the gains and biases of each sensor

• Adjusted to account for the effect of having different solar zenith angles and compensated 
for different values of the exoatmospheric solar irradiances arising from spectral band 
differences

• Corrected for differing atmospheric conditions

• Corrected for non-systematic variations, such as atmospheric opacity, soil albedo, ground 
level water content, atmospheric water content, and illumination geometry

• Aligned to a common geospatial coordinate system.

The combined corrections resulted in a set of processing parameters for each image. These 
parameters were developed for the general site flora in Simulation of Net Infiltration for 
Present-Day and Potential Future Climates (SNL 2008a, Appendix E). Analyses were completed 
to assure that the general processing parameters were appropriate for each of the three vegetation 
associations defined for Yucca Mountain in Simulation of Net Infiltration for Present-Day and 
Potential Future Climates (SNL 2008a, Appendix D).

Once the NDVI images had been processed so that they were directly comparable, a seasonal 
response to precipitation was developed that contained an annual peak for vegetation (occurring in 
about mid April). General response curves were developed that captured the variability induced by 
slope and azimuth. Slope and azimuth combinations will result in different amounts of sunlight 
reaching the ground at different times of the year and, thus, influence the magnitude and/or timing 
of the vegetation growth response at that location. These influences are independent of soil 
conditions at a specific point, and were examined by comparing responses for various 
slope/azimuth combinations. The calculations used averages of pooled sample groups in order to 
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determine overall trends. Comparison of a predicted vegetation response using the general response 
curves to image data from lowlands showed that the general response curves somewhat 
under-estimate vegetation response. However, because the repository footprint is overlain by rocky 
uplands, the vegetation response curves were developed to be most accurate for these areas. The 
curves conservatively estimate the proportion of precipitation that will be available from infiltration 
in the lowlands (SNL 2008a, Appendix E).

To account for spatially varying conditions at the site, such as amount of exposed rock, soil depth, 
and water holding capacity, a potential vegetation response for each model grid cell was produced. 
Potential vegetation response was calculated on a per pixel basis (each pixel being 0.2 acres in size) 
by subtracting the NDVI from the driest period of the driest year (when vegetation is expected to be 
inactive) from the NDVI measured at the peak of the growing season during the wettest year and 
dividing this difference by the average difference from these two extremes over the area of interest.
This measurement is thus an estimate of the capability for each pixel in the modeled region to 
support vegetation. The minimum NDVI values, measured during a very dry year, represent 
non-vegetation signals, including the signal from desert varnish. Potential vegetation response was 
normalized by dividing each value by the average value for model grid cells for a subset area 
overlying the repository. The area of interest was chosen as a rectangle of 12,702 grid cells 
(11.43 km2). Normalization provided scaling to permit a better understanding of potential 
vegetation response distribution: a potential vegetation response of 1.0 represents the approximate 
average vegetation response overlying the repository (SNL 2008a, Appendix E).

An algorithm was developed to simulate vegetation for each model grid cell using results from the 
analyses. The general response curves provided the shape of the vegetation response through the 
growing season. They were then scaled for the general conditions for each growing year by a ratio 
of the precipitation of the year of interest to the wettest year (1998) that was used to fit the response 
curve. Potential vegetation response was used as a scalar to represent plant growth potential within 
each model grid cell (SNL 2008a, Appendix E).

The uncertainty associated with the vegetation algorithm was only evaluated for the mathematical 
processing necessary to isolate the vegetation signal within the satellite data. Additional uncertainty 
associated with the response curve or the algorithm was analyzed in the uncertainty of the MASSIF 
model (SNL 2008a, Appendix E).

The use of NDVI data allows for the identification of vegetative patterns over large areas, which 
would otherwise be difficult to discern based on ground observations alone. However, in order to 
use NDVI data as an indicator of the amount of water that could potentially be used by a stand of 
vegetation if water were not limiting, it is necessary to compare NDVI data with vegetation 
measurements made on the ground. The MASSIF model used a dual transpiration coefficient in 
conjunction with reference evapotranspiration (ET0) to estimate actual evapotranspiration (ET)
(Section 2.3.1.3.3.1.1). The methods for estimating crop water use were standardized in the Food 
and Agriculture Organization of the United Nations Irrigation and Drainage Paper 56 (hereafter 
referred to as FAO-56) (Allen et al. 1998). The FAO-56 methods were extended to natural 
vegetation using measured values of leaf area index (LAI, a unitless measure of leaf area per ground 
area) or effective ground cover (percent of ground covered by vegetation) and adjustments for 
stomatal control (Allen et al. 1998, pp. 187 to 193). To account for the effects of soil evaporation, 
the FAO-56 methods included a dual transpiration coefficient (Kc = Kcb + Ke). This dual coefficient 
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consisted of a basal transpiration component (Kcb), representing plant transpiration under 
nonlimiting water conditions, and an evaporation component (Ke). Kcb profiles (or curves) are time 
based and are calculated at a set of ecological study plots at Yucca Mountain for the growing seasons 
of three representative wet, dry, and average precipitation years (SNL 2008a, Section 6.5.3.4).

The FAO-56 Kcb profile for agricultural crops reflects transpiration under optimal growth and 
nonlimiting water conditions. The generalized Kcb profile includes four growth stages (Allen et al.
1998, pp. 95 to 96): (1) an initial growth stage (planting date to approximately 10% ground cover); 
(2) a development stage (10% ground cover to effective full cover); (3) a mid-season stage 
(effective full cover to start of maturity); and (4) a late season stage (maturity to harvest or 
senescence). Effective full cover is defined as the time when soil shading is nearly complete (Allen 
et al. 1998, p. 95). Transpiration coefficients are developed for the initial growth stage (Kcb ini), the 
mid season stage (Kcb mid), and the end of the late season stage (Kcb end) (SNL 2008a,
Section 6.5.3.6).

Characteristics of desert vegetation at Yucca Mountain differ from agricultural crops in several 
ways, including low effective ground cover that rarely exceeds 30% during peak growth periods, 
little morphological change in perennial vegetation across growth stages (e.g., little change in 
average maximum vegetation height and maintenance of a percentage of green canopy throughout 
the year), and a greater degree of stomatal control resulting in lower rates of water loss compared 
to agricultural crops. Additionally, desert vegetation assemblages consist of a variety of plant 
species that have different growth stage lengths and contribute differently to total ground cover 
when compared to agricultural crops that are generally planted in monocultures. Climatic 
conditions at Yucca Mountain differ from standard FAO-56 conditions, with lower minimum 
relative humidity (RHmin) and higher wind speeds (u2). To account for these differences, FAO-56 
methods for calculating Kcb for natural vegetation using effective ground cover, adjustments for 
stomatal control over water loss, and adjustments for local RHmin and u2 were used (Allen et al. 
1998, pp. 187 to 193). Details for the calculations are provided in Simulation of Net Infiltration for 
Present-Day and Potential Future Climates (SNL 2008a, Appendix D). The analysis used a simple 
classification scheme to delineate the Yucca Mountain vegetation into four associations named for 
dominant or co-dominant species: Coleogyne, Larrea-Ambrosia, Lycium Grayia, and 
Larrea-Lycium-Grayia (CRWMS M&O 1996, pp. 7 to 8, Table 2-1). The Larrea-Ambrosia, 
Lycium-Grayia, and Larrea-Lycium-Grayia vegetation associations are the most common in the 
infiltration model domain. The Lycium-Grayia association is representative of the vegetation that 
overlies the repository on the upper slopes and crest of Yucca Mountain (elevation = 1300 to 
1600 m), and is thus important to the infiltration modeling effort. Vegetation cover and plant species 
composition data from the Larrea-Ambrosia, Lycium-Grayia, and Larrea-Lycium-Grayia
vegetation associations were used to develop Kcb profiles over time using FAO-56 methods. Kcb 
values estimated for the Lycium-Grayia association are used to develop the least squares regression 
between Kcb and NDVI data (SNL 2008a, Section 6.5.3.7). Kcb values estimated for the 
Larrea-Ambrosia, Larrea-Lycium-Grayia, and Lycium-Grayia associations are used to evaluate 
appropriateness of NDVI data (SNL 2008a, Appendix E, Sections E2 and E7), and to determine 
whether the magnitude of Kcb values is appropriate for desert vegetation (SNL 2008a, Appendix D, 
Section E7).

Use of separate Kcb–NDVI regressions for each vegetation association would have required that 
each model grid cell be assigned to one of the three associations. This was not applicable due to lack 
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of detailed spatial data for vegetation associations and the potential for vegetation change through 
time. As an alternative to using separate Kcb–NDVI regressions for each association, and for use in 
uncertainty analyses, upper and lower bounds for Kcb values were calculated for the Lycium-Grayia
association profiles for water year 1991 and water year 1993. Upper and lower bounds for daily Kcb
values were determined for each profile by using high and low input values for vegetation cover, 
plant height, and stomatal resistance. The high and low values were taken from the input data sets. 
The uncertainty bounds for the Lycium-Grayia association Kcb profiles encompassed the variation 
observed among associations. Therefore, the Kcb values with uncertainty bounds for water year 
1993 and water year 1991 for the Lycium-Grayia association were applied to Kcb–NDVI regressions 
for the Yucca Mountain area (SNL 2008a, Section 6.5.3.7).

In order to implement the FAO-56 methodology for estimating evapotranspiration at Yucca 
Mountain, it was necessary to estimate values for basal transpiration coefficients (Kcb) as a function 
of the NDVI data. Verification analyses of the NDVI algorithm showed strong linear relationships 
between estimated Kcb values and simulated NDVI and between average percent ground cover data 
collected during peak growth and simulated peak NDVI data for the ecological study plots at Yucca 
Mountain (SNL 2008a, Appendix E, Sections E7.2 and E7.3). Based on evidence that the 
Kcb–NDVI data relationship is generally linear, a least-squares method was selected to fit a linear 
relationship to the Kcb values and NDVI developed for Yucca Mountain. The slope and intercept 
parameters that defined the linear fit between Kcb and NDVI were used in the MASSIF model to 
predict Kcb from the NDVI for each model grid cell. The predicted Kcb is used in the calculation of 
evapotranspiration for each model grid cell (SNL 2008a, Section 6.5.3.7).

Uncertainties in the intercept and slope were calculated as the variance in each parameter, based on 
uncertainties associated with individual estimated points. Two sources of uncertainty were 
considered in the calculation of the variance in Kcb values. These sources included a direct 
contribution due to uncertainties in Kcb values, and an indirect contribution from uncertainties in 
NDVI to the total uncertainty in predicted Kcb values. The standard deviations calculated for the 
slope and intercept were 2.1 and 0.05, respectively. These values were used to establish 90%
confidence intervals for the least squares regression (SNL 2008a, Figure 6.5.3.7-3). Table 2.3.1-16
summarizes the recommended values and distributions for the slope and intercept for the regression 
line for predicting Kcb from NDVI in the MASSIF model. Because the magnitude of the intercept 
(CKcb1) is relatively small, it is appropriate to consider this parameter as a constant for the purposes 
of calculating net infiltration. The rationale is that when Kcb is small, its value is controlled by the 
uncertainty in the value of Kc min rather than CKcb1. When Kcb is large, its value is controlled by the 
value of CKcb2, which has a larger influence and uncertainty than CKcb1. The linear relationship 
derived between NDVI and Kcb measurements was also used for the monsoon and glacial-transition 
climates. Differences in vegetation during these future climates states were accounted for by 
changing rooting depth, and plant height ranges.

2.3.1.3.3 Infiltration Modeling and Uncertainty
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(3), (5) to (7), AC 2(2) to (6), AC 3(1), 
(3), (4), AC 4)]

Development of the MASSIF model and uncertainties associated with both the MASSIF model and 
the input parameters for the model are addressed below.
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2.3.1.3.3.1 MASSIF Model

The MASSIF model estimates net infiltration at the Yucca Mountain site based on a daily water 
balance calculation of the near-surface soils. The water balance includes net precipitation as input, 
water storage and movement within the soil (including evapotranspiration), and water moving 
either from soil into the underlying bedrock or directly into bedrock where it is exposed at the 
surface.

The model domain is composed of a number of cells with equal surface area that extend from the 
surface to the contact with the underlying bedrock. The description of each cell includes the cell 
depth as defined by the soil layer depth; soil type and associated properties; cell elevation, azimuth, 
and slope; fraction of the surface covered by the vegetation canopy; and vegetation related 
characteristics. Each cell is composed of one to three soil layers, depending on the soil depth
(Figure 2.3.1-22). However, some grid cells have no soil and therefore have no soil layer in the 
model (SNL 2008a, Table 6.5.7.6-2[a]). Any precipitation that lands on these grid cells becomes net 
infiltration or runoff. The topmost soil layer is designated as the evaporation zone, and is relatively 
thin. It is divided into two sections (nodes) representing the bare surface fraction and the fraction of 
the surface covered with vegetation (canopy fraction). Layer 2 extends from the bottom of layer 1
to the bottom of the root zone or to the soil-bedrock interface in the case that the maximum rooting 
depth is greater than the soil depth. Together, layers 1 and 2 comprise the evapotranspiration zone. 
Layer 3 extends from the bottom of the root zone (layer 2) to the soil-bedrock interface. When soil 
depth is less than maximum rooting depth, layer 3 is not represented (thickness is set to zero) (SNL 
2008a, Section 6.3.1).

Daily climatic data are input to the model, including precipitation and maximum and minimum air 
temperature. Precipitation and mean temperature are adjusted for cell elevation. Snow, snowmelt, 
and sublimation are included in the model (SNL 2008a, Section 6.3.1).

The model allows rain and snowmelt to run off the top of one cell onto an adjacent cell that is at a 
lower elevation. Runoff can occur if the net precipitation exceeds the ability of the thin surface soil 
layer to store and transmit water to underlying soil layers. Runoff will also occur if the entire cell 
from the bedrock to the surface saturates. In the case of runoff, water is diverted to the surface of the 
next downstream cell (SNL 2008a, Section 6.3.1).

Subsurface vertical water movement is estimated by means of a daily water balance approach for 
each cell. Subsurface water movement within the model is one-dimensional; that is, there is no 
subsurface water movement between adjacent cells. Downward water movement from layer to 
layer within a cell is based on the field capacity concept. Field capacity of the soil represents the 
amount of water that is held by the layer after gravity drainage. Water in excess of the field capacity 
will be available to move downward to a lower layer. Water is removed from the root zone based on 
a daily calculation of evapotranspiration for each cell. The evapotranspiration calculation is derived 
from the dual crop version of the FAO-56 method, which produces separate estimates of 
evaporation and transpiration. Evapotranspiration is calculated proportional to a reference 
evapotranspiration, which accounts for the atmospheric demand for water based on daily climatic 
conditions at each cell (SNL 2008a, Section 6.3.1).
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Water above field capacity in the bottom-most soil layer can enter the underlying bedrock layer, 
limited by the effective saturated hydraulic conductivity of the bedrock. Any water that moves into 
the bedrock layer is net infiltration for that cell and passes out of the bottom of the model (SNL
2008a, Section 6.3.1).

2.3.1.3.3.1.1 Development of MASSIF Infiltration Model

The objective of the MASSIF model is to calculate net infiltration for each cell of a grid 
representing a watershed bounded by surface water divides. The limitations and input 
requirements of the model are described in Simulation of Net Infiltration for Present-Day and 
Potential Future Climates (SNL 2008a, Sections 1.2[a] and 6). The mathematical basis for the 
model is discussed below in terms of the water balance components that comprise MASSIF. The 
basis of the model is the following mass balance equation that is solved for each computational 
cell for each day of the simulation (SNL 2008a, Section 6.4):

(Eq. 2.3.1-5)

where

Roff is runoff

Prain is precipitation (excluding snow)

Ron is run-on

SM is snowmelt

Δθ is the change in water storage in the soil

ET is evapotranspiration

NI is net infiltration. Note that the water balance equation is solved for runoff. 
Net infiltration is not calculated as the residual of the water balance equation. 
Rather, it is calculated as being equivalent to the bedrock Ksat when the water 
content of the soil layer above bedrock exceeds field capacity.

Additionally, a water (volume) balance equation for the snowpack of each cell is solved for each 
day of the simulation:

(Eq. 2.3.1-6)

Roff Prain Ron SM Δθ ET NI–––+ +=

ΔSP Psnow SUB SM––=
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where

ΔSP is the change in the water storage of the snowpack
Psnow is precipitation as snow
SUB is the sublimation
SM is snowmelt

Figure 2.3.1-23 illustrates that the soil and snowpack form the two water reservoirs represented in 
the water balance. Snowmelt (SM in Figure 2.3.1-23) is the only pathway for Psnow to reach the soil.

Water movement in the model is considered to be vertical below the surface until it encounters the 
unsaturated zone flow model domain (Section 2.3.2). The only water transport between cells is 
through runoff from one cell, which is added to a downstream cell as run-on (SNL 2008a, 
Section 6.4). Following are descriptions of how each of these quantities is represented in the model.

Precipitation (P)—Precipitation is assumed to be snow whenever the average daily temperature 
at a cell location is equal to or less than 0°C. Inputs to the model are maximum and minimum daily 
air temperatures at the reference elevation. Average daily temperature at the reference elevation is 
calculated in the model as the mean of the minimum and maximum temperatures. These 
temperatures are then corrected for elevation from the reference elevation for each grid cell in the 
geospatial database. The elevation correction decreases temperature linearly with increasing 
elevation at a rate referred to as the temperature lapse rate (SNL 2008a, Section 6.4.1.2).

Precipitation can occur over a range of durations from brief and intense thunderstorms to prolonged 
storms that last the entire day. For the purposes of modeling the water transport in the soil, the period 
of time that water is available at the surface of the soil may be important. The MASSIF model 
requires as input an effective duration in hours for each day of precipitation (duration) (SNL 2008a,
Section 6.4.1.3).

Snowpack will melt on days when the average air temperature at a cell location is above 0°C. The 
snow melts at a rate proportional to the average daily air temperature (Tavg) at a cell. If it rains on a 
day when there is snowmelt, the rain and snowmelt are combined and applied as input to the topsoil 
surface over the effective precipitation duration for that day. On days without precipitation, 
snowmelt is applied over a 12 hour duration. Rain is input to the top soil surface on the day of 
precipitation regardless of whether there is snow accumulated on the surface from prior snow events 
(SNL 2008a, Section 6.4.1.4).

Some portion of snow will sublimate; the total annual sublimation can be described as a percentage 
of the total annual amount of snow (Hood et al. 1999). In MASSIF, daily sublimation (SUB, mm) 
was calculated as a fixed percentage (Csublime) of the precipitation (SF, mm) on days that it snows 
(SNL 2008a, Section 6.4.1.4).

Water Transport and Storage (Δθ)—Rather than employing a Richards equation approach to 
solve for subsurface water movement, a simpler “field capacity” approach is adopted. In this 
approach, the soil at a given location is divided into a series of layers and nodes (Figure 2.3.1-22). 
In this context, layers refer to vertical soil horizons and nodes refer to distinct volumes of soil 
considered in the water mass balance. The model accommodates up to three layers and four nodes. 
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The top or surface layer is divided into two nodes, and the bottom two layers are each represented 
by a single node. A daily water balance is performed on each node in each cell of the watershed.

In each of the soil nodes, the amount of water is accounted for by the water level. Water level is the 
equivalent height of water in the layer per unit area. Typically, the amount of water that can be stored 
in a layer is defined by the field capacity of the layer. Drainage or downward daily water movement 
from a soil node to the next lower node is assumed to occur when the water level exceeds the field 
capacity for that node. Layers 2 and 3 (Nodes 3 and 4) can accept water at a maximum rate defined 
by the saturated hydraulic conductivity and the precipitation duration. The duration (hr) is the 
amount of time during the day during which precipitation occurs. If there is only snowmelt on a day, 
a 12 hour duration is assumed. The amount of water that moves downward is a function of the 
maximum the layer can accept water, the water level, and the field capacity. The water level of the 
layer is reduced by this amount, and the water level of the underlying layer is increased by this 
amount, thereby passing water to a lower layer (SNL 2008a, Section 6.4.2).

The shading of the vegetative canopy retards evaporation under the canopy. As a result, the surface 
layer of soil under the canopy frequently has higher water content than the adjacent exposed soil. To 
reflect this, the surface layer is divided into two nodes. Node 1 (the “evaporation node”) models the 
bare soil; Node 2 (the “canopy node”) models the canopy region. The water levels in these two 
nodes are calculated separately (SNL 2008a, Section 6.4.2).

During a precipitation event, one of the two surface nodes in a cell may exceed field capacity before 
the other. For instance, the canopy node (Node 2) may reach field capacity before the adjacent bare 
soil node (Node 1). The distance between the two nodes (Node 1 and Node 2) reflects the physical 
dimensions of the individual plant canopies and the inter-plant spacings. This distance is expected 
to be much smaller than the cell dimension (30 m). Therefore, in the MASSIF model, surplus water 
from Node 2 is supplied to Node 1 before it is supplied as runoff to the downstream cell. Conversely, 
surplus water from Node 1 is supplied to Node 2 before it is supplied as runoff to the downstream 
cell. Water will drain from layers 1 and 2 only after the water levels of both Node 1 and Node 2 
exceed field capacity (SNL 2008a, Section 6.4.2).

Net infiltration or drainage from the bottom-most soil layer is calculated and is compared to the 
maximum amount of water the bedrock can accept. This maximum amount of water accepted by the 
rock is calculated from Darcy's law for saturated flow where a unit gradient is assumed (gravity 
flow) and is a function of the saturated hydraulic conductivity of the rock and the duration (SNL
2008a, Section 6.4.2).

The bedrock may not be able to accept all of the excess water from the bottommost soil layer. In this 
case, the soil layer (Node 4) is permitted to exceed field capacity to accommodate the water that 
cannot move into the bedrock layer. If there is sufficient excess water to exceed the porosity of the 
layer, then the excess water above full saturation is distributed to the next layer above (layer 2, 
Node 3). If layer 2 saturates, water is passed to Nodes 1 and 2 in proportion to the amount that was 
originally drained from them (SNL 2008a, Section 6.4.2).

On days with precipitation events with durations less than 24 hours, the water redistribution 
calculation is conducted twice. First, the calculation is conducted for the duration equal to the 
precipitation event duration. It is during this calculation that water is added to the top of the cell. In 
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the second calculation, if there is water in excess of field capacity in the bottom layer, it has the 
opportunity to enter the bedrock during the remainder of the day at a rate limited by the rock 
hydraulic conductivity. During this calculation, the duration is the difference between a full day and 
the precipitation event duration (SNL 2008a, Section 6.4.2).

Surface Runoff and Run-on (Roff and Ron)—Runoff from a cell can result from the water 
redistribution calculation when either (1) the entire soil profile becomes saturated, or (2) the first 
layer becomes saturated due to the soil conductivity infiltration limit. In either case, the water in 
excess of saturation will produce runoff from the cell. This runoff is then added to the next 
downstream cell, which is identified in the input to the model. For this reason, the calculation for a 
watershed is conducted for cells in order of decreasing elevation. The run-on duration is assumed 
to be the precipitation duration (SNL 2008a, Section 6.4.3).

Evapotranspiration—Water is removed from the root zone via evapotranspiration, as illustrated 
in Figure 2.3.1-24. There are five discrete components of evapotranspiration in the model: (1) bare 
soil evaporation, which occurs only in the fraction exposed and wetted (few) portion of surface 
layer; (2) transpiration from the few portion of the surface layer; (3) transpiration from the canopy 
(fc) portion of the surface layer; (4) transpiration from layer 2; and (5) diffusive evaporation from 
layer 2 (not shown on figure) (SNL 2008a, Section 6.4.4).

The evapotranspiration calculations are made after the daily water redistribution calculation 
described above. The evapotranspiration calculation follows the dual crop FAO-56 method, where 
ET is proportional to the reference evapotranspiration (ET0,), and explicitly accounts for soil 
evaporation and transpiration separately (SNL 2008a, Section 6.4.4, Eq. 6.4.4-1):

ET = (Ke + Ks Kcb) * ET0 (Eq. 2.3.1-7)

where

Ke is the soil evaporation coefficient (dimensionless)
Kcb is the basal transpiration coefficient (dimensionless)
Ks is a water stress coefficient (dimensionless).

The ET0 calculation depends only on cell-specific, climatic conditions.

The basal transpiration coefficient depends on the amount and type of vegetation present within a 
cell, and on the time of year. The value of Kcb is near zero when the plants are absent or dormant at 
the beginning and end of the growing season. Kcb reaches its peak near the middle of the growing 
season. For agricultural crops FAO-56 provides lookup tables for determining Kcb. For native 
vegetation, FAO-56 provides methods for estimating Kcb based on specific plant characteristics 
(e.g., stomatal conductance) and fractional cover data which can be either measured directly or 
estimated from satellite data. For the purpose of describing the mathematical foundation of the 
MASSIF model, Kcb is treated as an input to the calculation of evapotranspiration. The development 
of Kcb values for the Yucca Mountain net infiltration calculation required developing a site specific 
methodology, which is discussed as part of the analysis in Simulation of Net Infiltration for 
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Present-Day and Potential Future Climates (SNL 2008a, Section 6.5.3, Appendix D and 
Appendix E).

Comparison between observed site vegetation and image analysis results showed there was a 
nonvegetation source that produced a strong depression in the red wavelength mimicking a 
vegetation response. It was concluded that the natural rock weathering processes over time 
produced desert varnish that caused this response. Because the site is very arid, the measured 
vegetation responses tend to be very low, and it was found that the signal from the desert varnish was 
high in comparison (SNL 2008a, Appendix E). Therefore, an adjusted NDVI quantity was defined
as NDVI, that subtracted off the influence of the nonvegetation signal.

The basal transpiration coefficient is constrained to be between a minimum and maximum value. 
The maximum basal transpiration coefficient (Kc max) represents an upper limit of the evaporation 
and transpiration that can occur on a given day based on available energy. Kc max ranges between 
1.05 and 1.30 and is a function of the basal transpiration coefficient, average daily wind speed at 
2 m, minimum daily relative humidity, and characteristic plant height (m). The minimum basal 
transpiration coefficient represents dry soil with no vegetation cover (Kc min). Kc min may be greater 
than zero to account for evaporation occurring from layer 2 (Node 3) and beneath the vegetation 
canopy (Node 2), as these evaporative losses are not explicitly included in the calculation of 
evaporation from the evaporative node (Node 1) (SNL 2008a, Section 6.4.4). Kc min values range 
from 0 to 0.2.

The soil evaporation coefficient (Ke) is found from Equation 71 of FAO-56 (Allen et al. 1998). It is 
a function of the maximum basal transpiration coefficient, the basal transpiration coefficient, the 
exposed and wetted portion of surface layer, and a soil evaporation reduction coefficient (Kr) 
described in the next section (SNL 2008a, Section 6.4.4).

Vegetative cover varies seasonally. In the spring, the vegetative cover coefficient (fc) increases as 
the plants grow. Later in the year, as the ground dries out and transpiration drops due to water stress, 
the vegetative cover coefficient declines. The correlation recommended in FAO-56 (Allen et al.
1998, Equation 76) is used to model the time variation of the canopy coefficient (SNL 2008a,
Section 6.4.4).

The amount of soil water in the root zone affects the daily evapotranspiration. In the FAO-56 
method, the amount of water in a soil layer is described in terms of depletion. Depletions are 
calculated for the evaporation node of the surface layer, for the canopy node of the surface layer, and 
for the entire root zone. The approach used for these calculations is based on the approach outlined 
in the FAO-56 method, but is somewhat different in that depletions are calculated after the 
redistribution of water in the two surface nodes. The depletion for the evaporation and canopy nodes 
are calculated from the field capacities and water levels in these nodes. Depletion of the root zone 
is calculated from the field capacities and water levels in the surface layer and layer 2 using 
area-weighted values for the evaporative (Node 1) and canopy (Node 2) nodes (SNL 2008a,
Section 6.4.4.2).

The total amount of water available for evaporation (TEW) is calculated from FAO-56, 
Equation 73 (Allen et al. 1998). It is a function of the intrinsic field capacity (θFC), the intrinsic 
wilting point (θWP)—below which vegetation cannot extract moisture from the soil, and the 
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surface layer thickness (Ze). Ze is dependent on soil texture and length of drying periods common 
to the model area (SNL 2008a, Section 6.4.4.2):

TEW = θFC − 0.5* θWP) *Ze (Eq. 2.3.1-8)

The soil evaporation reduction coefficient (Kr) depends on the amount of water in the evaporation 
node (Node 1). When the soil surface is wet, the maximum rate of evaporation is controlled by the 
amount of available energy at the soil surface (Allen et al. 1998, p. 145). Readily evaporable water 
(REW) is the maximum depth of water that can be evaporated from the upper soil layer prior to the 
onset of hydraulic limitations that reduce the rate of water supply below that of energy demands. 
When the depth of evaporation exceeds readily evaporable water, there is a reduction of the 
evaporation rate. Kr is a function of the total amount of water available for evaporation, readily 
evaporable water, and the depletion (De) of the evaporative node (Node 1). Kr is constrained to be 
between 0 and 1 (SNL 2008a, Section 6.4.4.2):

Kr = (TEW − De) / (TEW − REW) (Eq. 2.3.1-9)

Depletion of the root zone is calculated from the field capacities and water levels in the surface 
layer and layer 2, using area-weighted values for the evaporative and canopy nodes. Two 
additional parameters are used to describe the water status in the root zone, the total available 
water (TAW), and the readily available water. Total available water is the amount of water 
available for evapotranspiration in the root zone, and is calculated from FAO-56, Equation 82 
(Allen et al. 1998). It is a function of the intrinsic field capacity, the intrinsic wilting point, and the 
root zone thickness (Zr):

TAW = (θFC − θWP) *Zr (Eq. 2.3.1-10)

Readily available water (RAW) is the limit of the water in the root zone below which the 
transpiration rate is affected. It is calculated as a function of total available water and p, the 
fraction of total available water that vegetation can remove without suffering stress (Allen et al. 
1998, Equation 83). Characteristics of the vegetation as well as the climate and soil type determine 
the value of p. An adjustment of p as a function of daily evapotranspiration is recommended in 
FAO-56 (Allen et al. 1998, p. 162) (SNL 2008a, Section 6.4.4.2):

RAW = p * TAW (Eq. 2.3.1-11)

The impact of water stress in the root zone on transpiration is reflected in the transpiration stress 
coefficient. The transpiration stress coefficient, Ks, is calculated from FAO-56, Equation 84 
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(Allen et al. 1998). It is a function of the total available water, the readily available water, and the 
root zone depletion (Dr) (SNL 2008a, Section 6.4.4.2):

Ks= (TAW − Dr) / (TAW − RAW) (Eq. 2.3.1-12)

Transpiration from the evaporation node (Node 1) is calculated as a portion of the total calculated 
transpiration, and is based on the amount of water in the surface layer compared to the amount of 
water in the entire root zone. This fractional partitioning coefficient (Ktie) (Allen, Pereira et al. 
2005, Equation 27) is a function of the total available water, the total amount of water available for 
evaporation, the root zone depletion, the depletion of the evaporative node (Node 1), the thickness 
of the surface layer, and the root zone thickness (SNL 2008a, Section 6.4.4.2):

Ktie = [(1−De/TEW)/(1 − Dr/TAW)]*(Ze/Zr)0.6 (Eq. 2.3.1-13)

Unlike MASSIF, the FAO-56 procedure does not explicitly keep track of the water content of the 
surface layer under the vegetation canopy (Node 2). Therefore, the fractional partitioning 
coefficient for the canopy region (Ktic) is calculated in a manner similar to Ktie, and is a function of 
the total available water, the total amount of water available for evaporation, the root zone 
depletion, the thickness of the surface layer, the root zone thickness, and the depletion of the 
canopy node (Dc) (SNL 2008a, Section 6.4.4.2):

Ktic= [(1−Dc/TEW)/(1 − Dr/TAW)]*(Ze/Zr)0.6 (Eq. 2.3.1-14)

The evapotranspiration is calculated as the sum of the evaporative losses from the evaporative node 
portion of the surface layer and transpiration from the root zone. Daily evaporation (E) is calculated 
as a function of the soil evaporation coefficient and the reference evapotranspiration. The calculated 
daily evaporation is applied to the entire surface area of a cell. In reality, the evaporation only takes 
place in the bare soil portion of the cell (Node 1). Hence, the depth of water evaporated from the 
fraction of evaporative node is E / few. E is constrained so that the total amount of water available for 
evaporation is not exceeded (SNL 2008a, Section 6.4.4.3).

Daily transpiration (T) from the root zone is calculated as a function of the water stress coefficient, 
the basal transpiration coefficient, and reference evapotranspiration. The total daily transpiration is 
partitioned between the surface layer nodes (Nodes 1 and 2) and layer 2 (Node 3). The daily 
transpiration from the evaporative node (Te) is calculated using the fractional partitioning 
coefficient for the canopy region and transpiration. For the canopy node, the daily transpiration (Tc) 
is also calculated using the fractional partitioning coefficient for the canopy region and 
transpiration. The daily transpiration from layer 2 (Node 3) is T2 = T − Te* few − Tc* fc (SNL 2008a,
Section 6.4.4.3, Eq. 6.4.4.3-5). Transpiration is limited so that the water level of any of the nodes 
does not go below the wilting point (SNL 2008a, Section 6.4.4.3).
— —
2.3.1-63



DOE/RW-0573, Rev. 0 Yucca Mountain Repository SARDocket No. 63–001
After the evapotranspiration calculation, the water levels in each node are updated. For the 
evaporative node (Node 1) and canopy node (Node 2), the changes in the water level due to 
evapotranspiration is (−E/few − Te) and (−Tc), respectively. The change in the water level of layer 2 
is (−T2) (SNL 2008a, Section 6.4.4.3).

Reference Evapotranspiration (ET0)—The evapotranspiration rate from a reference surface, not 
short of water, is called the reference crop evapotranspiration or reference evapotranspiration 
(Allen, Walter et al. 2005, p. 2) (SNL 2008a, Section 6.4.5).

The concept of the reference evapotranspiration was introduced to study the evaporative demand of 
the atmosphere independent of vegetation type, plant development stage, and management 
practices. As water is abundantly available at the reference evapotranspiring surface, soil factors do 
not affect evapotranspiration. Relating evapotranspiration to a specific surface provides a reference 
to which evapotranspiration from other surfaces can be compared. This approach obviates the need 
to define a separate evapotranspiration level for each type of vegetation and stage of growth. ET0
values measured or calculated at different locations (or in different seasons) are comparable as they 
refer to the evapotranspiration from the same reference surface (SNL 2008a, Section 6.4.5).

For convenience and reproducibility, the reference surface has recently been standardized by the 
American Society of Civil Engineers as a hypothetical vegetated surface having specific 
characteristics (Allen, Walter et al. 2005). The reference evapotranspiration (ET0) is defined as the 
evapotranspiration rate from a uniform surface of dense, actively growing vegetation having an 
assumed height of 0.12 m and having a surface resistance of 70 s m−1 (for 24 hour calculation 
time-steps) and an albedo of 0.23, closely resembling the evaporation of an extensive surface of 
green, cool season grass of uniform height, not short of soil water (Allen et al. 1998, p. 24) (SNL
2008a, Section 6.4.5).

The only factors affecting ET0 are climatic parameters. Consequently, ET0 is a climatic parameter 
and can be computed from weather data. ET0 expresses the evaporating power of the atmosphere at 
a specific location and time of the year, and does not consider the local vegetation characteristics, 
soil factors, or precipitation amounts. Even though there are many methods for calculating ET0 cited 
in the literature, the FAO Penman Monteith method is recommended as the standard method for 
determining ET0 (Allen et al. 1998, pp. 7 and 65; Irmak et al. 2005, p. 1064; Droogers and Allen
2002, p. 33). The method has been selected because it closely approximates grass ET0 at the location 
evaluated, is physically based, and explicitly incorporates both physiological and aerodynamic 
parameters (Allen et al. 1998, p. 7). Moreover, procedures have been developed for estimating 
missing climatic parameters when the FAO Penman-Monteith equation is used (SNL 2008a,
Section 6.4.5).

The FAO Penman-Monteith method to estimate ET0 was derived from the original 
Penman-Monteith equation (Jensen et al. 1990, p. 93) and associated equations for aerodynamic 
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and surface resistance for 24 hour calculation time-steps (Allen et al. 1998, pp. 24 and 65; SNL 
2008a, Section 6.4.4, Eq. 6.4.5-1):

(Eq. 2.3.1-15)

where

ET0 is the reference evapotranspiration [mm d−1]
Rn is the net radiation at the crop surface [MJ m−2 d−1]
G is the soil heat flux density [MJ m−2 d−1]
T is the mean daily air temperature at 2 m height [°C]
u2 is the wind speed at 2 m height [m s−1]
es is the saturation vapor pressure [kPa]
ea is the actual vapor pressure [kPa]
es−ea is the saturation vapor pressure deficit [kPa]
Δ is the slope of the vapor pressure curve [kPa °C−1]
γ is the psychrometric constant [kPa °C−1].

The reference evapotranspiration, ET0, provides a standard to which (1) evapotranspiration during 
different periods of the year or in other regions can be compared, and (2) evapotranspiration from 
specific vegetation types and surfaces can be related via some form of a “crop coefficient” (SNL
2008a, Section 6.4.5).

The FAO Penman-Monteith equation is a reasonable, simple representation of the physical and 
physiological factors governing the evapotranspiration process. By using the FAO 
Penman-Monteith definition for ET0, one may calculate crop (or vegetation cover) coefficients (Kc) 
at research sites by relating the measured crop (or vegetation cover) evapotranspiration (ET) with 
the calculated ET0, (i.e., Kc = ET/ET0). In the crop coefficient approach, differences in the vegetation 
canopy and aerodynamic resistance relative to the hypothetical reference crop are accounted for 
within the crop coefficient. Thus, the Kc factor serves as an aggregation of the physical and 
physiological differences between vegetation covers and surface wetness conditions and the 
reference definition (SNL 2008a, Section 6.4.5).

MASSIF applies the daily computed reference evapotranspiration for each grid cell to account for 
influences of elevation, slope, and azimuth at each cell. The data for appropriate use of the FAO 
Penman-Monteith equation consist of the following (SNL 2008a, Section 6.4.5.1):

• Meteorological data

– Air temperature: daily maximum (Tmax) and minimum (Tmin) air temperatures

– Air humidity: mean daily actual vapor pressure (ea) derived from psychrometric, 
dew-point temperature or relative humidity data

ET0

0.408Δ Rn G–( ) γ 900
T 273+
------------------u2 es ea–( )+

Δ γ 1 0.34u2+( )+
-------------------------------------------------------------------------------------------=
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– Wind speed: daily average over 24 hours for wind speed measured at or adjusted to 2 m 
height (u2)

– Radiation: net radiation (Rn) measured or computed from solar and longwave radiation 
or from the recorded duration of sunshine.

• Location information

– Altitude above sea level (m)
– Latitude (degrees north or south).

These data are used to adjust air temperature from the reference weather station for the average 
atmospheric pressure (function of site elevation), and to compute exoatmospheric radiation (Ra).

When a complete dataset of weather parameters is not available, the FAO Penman Monteith 
equation can be applied using a minimum set of inputs. Daily maximum and minimum air 
temperature data are the minimum data requirements necessary to apply the FAO Penman-Monteith 
method (Allen et al. 1998, p. 64; Allen, Walter et al. 2005, p. E-1). The estimation of other weather 
variables can be based on minimum and maximum air temperature, or on average values (for wind 
speed). Keying solar radiation and vapor pressure (via dew-point temperature) on daily air 
temperature extremes helps to preserve the strong correlation among these variables (Allen 1997, 
p. 56; Allen et al. 1998, p. 60; Allen, Walter et al. 2005, pp. E-4 and E-5).

The use of an alternative ET0 procedure requiring only limited meteorological parameters (for 
example, the Priestley-Taylor, Blaney-Criddle or Hargreaves evapotranspiration equations) is not 
recommended by FAO-56 (Allen et al. 1998, p. 58). The FAO Penman-Monteith method is 
recommended as the sole standard method for the computation of ET0 from meteorological data,
even for the cases when only a limited dataset is available (Allen et al. 1998, p. 58; Allen, Walter 
et al. 2005, p. E-1). Procedures used for estimating missing climatic data (solar radiation, vapor 
pressure and wind speed) for the Yucca Mountain calculation of net infiltration are outlined in 
Simulation of Net Infiltration for Present-Day and Potential Future Climates (SNL 2008a,
Appendix C). Differences between the ET0 estimated by the FAO Penman-Monteith equation, a 
limited data set, and a full data set are expected to be small especially when averaged over periods 
of 5 days or longer (Allen et al. 1998, p. 60).

Inclination and exposure of the surface to the sun impact several components of the surface energy 
balance and, consequently, ET0 calculated by the FAO Penman-Monteith equation. In addition, 
substantial variation in surface elevation within a study area requires modification of some 
parameters. The model adjusted input weather parameters for the FAO Penman Monteith ET0
equation for elevation, slope, and orientation of a given grid cell (SNL 2008a, Section 6.4.5.3, 
Appendix C).

Validation of MASSIF is described in Sections 2.3.1.3.4.1 (Confidence Building During Model 
Development) and 2.3.1.3.4.2 (Post-Model Development Validation).
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2.3.1.3.3.1.2 Results of Net Infiltration for Present-Day and Forecast Future 
Climates

For each of the present-day and two future climate states, two Latin Hypercube Sample replicates 
were generated. A Latin Hypercube Sample replicate is a complete structured set of Monte Carlo 
samples covering the entire probability range of all the sampled parameters. Each replicate in this 
analysis consists of 20 realizations of input parameter values (SNL 2008a, Section 6.5.5). Two 
replicates were run to test the sensitivity of the distribution of infiltration results, using the full 
ranges of parameter uncertainty. Those parameters determined to be the most influential on the 
model results (Section 2.3.1.3.3.2.2) were varied for each climate; parameters that had very little 
effect on model results were not included with parameters to be varied (SNL 2008a, Section 6.5.5). 
Parameters were sampled from the determined probability distributions for each parameter. Some 
of the parameters that were varied included stochastic parameters describing precipitation that 
affect the generation of the weather input files. For each realization, a separate weather input file 
was generated, which used the sampled values of these parameters, representing epistemic 
uncertainty. In addition, each of the weather file realizations used a different set of random numbers, 
which resulted in differing patterns of precipitation and reflected aleatory uncertainty.

For each realization, the appropriate weather input file and parameter set was selected and the 
MASSIF net infiltration model was run for each of the 11 watersheds separately.

The results of the net infiltration calculation performed for the infiltration modeling domain around 
Yucca Mountain are presented in Simulation of Net Infiltration for Present-Day and Potential 
Future Climates (SNL 2008a, Section 6.5.7[a]).

Predicted net infiltration generally is lowest for the present-day climate, and increases in the 
monsoon and glacial-transition climates. Net infiltration results during the monsoon climate state 
span a greater range than results for the glacial-transition climate state. This results from a greater 
uncertainty in the expected precipitation in the monsoon climate state than for the glacial-transition 
climate state.

Present-Day Results—The mean annual precipitation used for the 40 realizations representing 
present-day climate is shown as a cumulative distribution function in Figure 2.3.1-25. This figure 
also includes the cumulative distribution function of precipitation for the monsoon and 
glacial-transition climates for comparison. For the present-day climate, precipitation calculated 
for 40 realizations ranges from 134 to 222 mm/yr, with a median of 177 mm/yr (Table 2.3.1-2). 
The parameters used to represent present-day climate are described in Section 2.3.1.3.3.2.2.

Two replicates (R1 and R2) of 20 realizations each were run for present-day climate net infiltration 
estimation. Table 2.3.1-2 (SNL 2008a, Section 6.5.7.1.2[a], Table 6.5.7.1-2[a]) compares net 
infiltration statistics for these realizations. Table 2.3.1-2 (SNL 2008a, Section 6.5.7.1.2[a], 
Table 6.5.7.1-3[a]) identifies the maps that represent the 10th, 30th, 50th, and 90th percentiles of 
mean net infiltration over the entire model domain. The maps are shown in Figures 2.3.1-26 through 
2.3.1-29 (SNL 2008a, Section 6.5.7.1.2[a], Figures 6.5.7.1-2[a] to 6.5.7.1-5[a]). Figure 2.3.1-30
presents a cumulative distribution function of mean net infiltration averaged over the full domain 
for the present-day climate results. This figure also includes the cumulative distribution function of 
infiltration for the monsoon and glacial-transition climates for comparison. For the present-day 
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climate, the mean of the spatial infiltration calculated for 40 realizations ranges from 2.0 to 
35.4 mm/yr, with a median of 13.0 mm/yr.

Monsoon Results—The mean annual precipitation used for the 40 realizations representing 
monsoon climate is summarized in Figure 2.3.1-25. This figure also includes the cumulative 
distribution function of precipitation for the present-day and glacial-transition climates for 
comparison. For the monsoon climate, precipitation calculated for 40 realizations ranges from 
132 to 485 mm/yr, with a median of 275 mm/yr (Table 2.3.1-3). It is noteworthy that the 
maximum value of average annual precipitation is larger than that for the glacial-transition 
climate, because more extreme precipitation events are predicted for the monsoon than for 
glacial-transition climate. The parameters used to represent the monsoon climate are described in 
Section 2.3.1.3.3.2.2.

Two replicates (R1 and R2) of 20 realizations each were run for the monsoon climate net infiltration 
estimation. Table 2.3.1-3 (SNL 2008a, Section 6.5.7.2.2[a], Table 6.5.7.2-2[a]) compares net 
infiltration statistics for these realizations. Table 2.3.1-3 (SNL 2008a, Section 6.5.7.2.2[a], 
Table 6.5.7.2-3[a]) identifies the maps that represent the 10th, 30th, 50th, and 90th percentiles of 
mean net infiltration over the entire model domain. Figures 2.3.1-31 through 2.3.1-34 (SNL 2008a, 
Section 6.5.7.2.2[a], Figures 6.5.7.2-2[a] to 6.5.7.2-5[a]) show maps of net infiltration for these four 
percentiles. Figure 2.3.1-30 (SNL 2008a, Section 6.5.7.2.2[a], Figure 6.5.7.2-6[a]) presents a 
cumulative distribution function of mean net infiltration averaged over the full domain for the 
monsoon climate results. This figure also includes the cumulative distribution function of 
infiltration for the present day and glacial-transition climates for comparison. For the monsoon 
climate, the mean of the spatial infiltration calculated for 40 realizations ranges from 2.4 to 
83.4 mm/yr, with a median of 22.8 mm/yr. It is noteworthy that the maximum average infiltration 
value of 83.4 mm/yr is higher than the maximum value for the glacial transition climate, and that it 
is outside of the post-10,000 year percolation flux range of 13 to 64 mm/yr specified by the NRC 
proposed rule. This is due to the extreme annual precipitation values used to represent the monsoon 
climate.

Glacial-Transition Results—The mean annual precipitation used for the 40 realizations 
representing glacial-transition climate is summarized in Figure 2.3.1-25. This figure also includes 
the cumulative distribution function of precipitation for the present-day and monsoon climates for 
comparison. For the glacial-transition climate, precipitation calculated for 40 realizations ranges 
from 170 to 379 mm/yr, with a median of 292 mm/yr (Table 2.3.1-4). The parameters used to 
represent glacial-transition climate are described in Section 2.3.1.3.3.2.2.

Two replicates (R1 and R2) of 20 realizations each were run for the glacial-transition climate net 
infiltration estimation. Table 2.3.1-4 (SNL 2008a, Section 6.5.7.3.2[a], Table 6.5.7.3-2[a]) 
compares net infiltration statistics for these realizations. Table 2.3.1-4 (SNL 2008a, 
Section 6.5.7.3.2[a], Table 6.5.7.3-3[a]) identifies the maps that represent the 10th, 30th, 50th, and 
90th, percentiles of mean net infiltration over the entire model domain. Figures 2.3.1-35 through 
2.3.1-38 (SNL 2008a, Section 6.5.7.3.2[a], Figures 6.5.7.3-2[a] to 6.5.7.3-5[a]) show maps of net 
infiltration for these percentiles. Figure 2.3.1-30 (SNL 2008a, Section 6.5.7.3.2[a], 
Figure 6.5.7.3-6[a]) presents a cumulative distribution function of mean net infiltration averaged 
over the full domain for the glacial-transition climate results. This figure also includes the 
cumulative distribution function of net infiltration for the present-day and monsoon climates (for 
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comparison). For the glacial-transition climate, the mean of the spatial net infiltration calculated for 
40 realizations ranges from 6.6 to 64.7 mm/yr, with a median of 28.5 mm/yr.

Summary of Weighted Water Fluxes and Effect of Initial Conditions—A calculation of the 
weighted amount of water that is accounted for by each of the water balance components was 
performed over the infiltration modeling domain for each climate. The mean and standard 
deviation of each of these weighted mean water fluxes are listed in Tables 2.3.1-17 through 
2.3.1-19 (SNL 2008a, Section 6.5.7.4, Tables 6.5.7.4-1 to 6.5.7.4-3) for each of the present-day 
and two future climate states, respectively. These climate means are expressed as both mm/yr and 
as a percentage of the mean annual precipitation. Net infiltration accounts for 8.0%, 8.7%, and 
10.4% of precipitation for the present-day, monsoon, and glacial-transition climates, respectively. 
Evapotranspiration accounts for 87.7%, 84.9%, and 86.2% of precipitation for the present-day, 
monsoon, and glacial-transition climates, respectively. Runoff accounts for 2.1%, 5.4%, and 0.4% 
of precipitation for the present-day, monsoon, and glacial-transition climates, respectively. The 
remaining water balance amounts are attributed to change in storage and sublimation 
(Tables 2.3.1-17, 2.3.1-18, and 2.3.1-19) (SNL 2008a, Section 6.5.7.4).

Results from an alternative set of simulations using wetter initial water content conditions (IC 1 
simulations) were conducted to test the effect of different water content conditions on infiltration,
and are presented in Tables 2.3.1-17 through 2.3.1-19. This test is important because MASSIF 
resets initial water content conditions on October 1 for every simulated year. These IC 1 simulations 
are identical to the base case simulations, except that they were started with a higher soil moisture 
content initial condition. It is noted that the primary difference between the base case simulations 
and the alternative IC 1 simulations is that the IC 1 simulations end up with a mean change in storage 
which is negative and a slightly higher net infiltration than the base case runs. This negative change 
in storage indicates that, on average, the IC 1 runs are ending the year with lower soil moisture 
contents than were applied as initial conditions. The comparison between the base case model 
results and the IC model results indicate that the effects of initial water content conditions on net 
infiltration uncertainty is minor (SNL 2008a, Section 6.5.7.4).

Factors Influencing Temporal Variability of Net Infiltration—Net infiltration results were 
averaged over space and time for the purposes of comparing results within and between climates. 
Net infiltration is an episodic process. It tends to only occur during days with high precipitation, 
and may continue for an additional day or two. The results of these calculations shed light on the 
temporal nature of net infiltration at Yucca Mountain. In the analyses, long-term mean net 
infiltration was calculated as the weighted mean net infiltration for ten representative precipitation 
years, each with its associated probability of occurrence. In general, low probability years 
experience higher net infiltration but contribute only a small percentage to the long term mean. 
Since the sum of the probabilities of occurrence equals one, and the years were selected from a set 
of 1,000, it was possible to estimate a “recurrence interval” for each of the representative years 
based on its probability. It was also possible to calculate the percent contribution to the long-term 
mean net infiltration of each representative year. It was found that, as years with larger recurrence 
intervals were included, a greater percentage of the long-term mean could be estimated. The 
results suggest that about 80% of the long-term mean for present-day climate conditions is due to 
years with a recurrence interval of 10 years and less. The implication of these results is that net 
infiltration estimates based on relatively short historical weather records may tend to 
underestimate long-term net infiltration; however, not by more than 20% (SNL 2008a,
— —
2.3.1-69



DOE/RW-0573, Rev. 0 Yucca Mountain Repository SARDocket No. 63–001
Section 6.5.7.5). Tables 2.3.1-10 through 2.3.1-12 show the exceedance probability, the mean 
annual net infiltration, the recurrence interval, and the fraction of contribution to long-term mean 
net infiltration for each of the 10 representative years for each of the three climates, respectively.

The recurrence interval with the largest contribution to long-term mean annual net infiltration is 
3.57 years for all three climates. The next largest contribution to long-term mean annual net 
infiltration is 10 years for the present-day and monsoon climates, and 2.17 years for the 
glacial-transition climate. Tables 2.3.1-10 through 2.3.1-12 also show that the contribution to mean 
annual net infiltration from extreme recurrence intervals is often less than the contribution from the 
shortest recurrence interval. For example, during the glacial-transition climate, the shortest 
recurrence interval of one year produces a larger contribution to mean annual net infiltration than 
the 33 year, 100 year, 333 year, and 1,000 year recurrence intervals.

The mean net infiltration for each representative year is not always higher for years with greater 
annual precipitation, as factors other than total annual precipitation influence the magnitude of net 
infiltration. For example, annual precipitation may be very high because of an especially high 
amount of precipitation occurring on a single day. In such a case, runoff would tend to be higher and 
net infiltration lower than if several days during the year experienced large amounts of precipitation, 
but the annual total was less (SNL 2008a, Section 6.5.7.5). This is the case for the present-day and 
monsoon climates shown in Tables 2.3.1-10 and 2.3.1-11, respectively, in which net infiltration is 
highest for the year with a recurrence interval of 333 years. For the monsoon climate 
(Table 2.3.1-11), net infiltration calculated for the 1,000 year recurrence interval is less than the net 
infiltration calculated for the 33 year recurrence interval as a result of intense rainfall and 
subsequent high runoff.

Factors Influencing Spatial Variability of Net Infiltration—The local spatial variability in net 
infiltration is controlled by (1) spatial variations in the amount of precipitation; (2) spatial 
heterogeneity in soil, bedrock, and vegetation properties; and (3) lateral water distribution via 
runoff processes. In the MASSIF model, precipitation is represented as a stochastic process and is 
varied spatially only as a function of elevation via a lapse rate. The characterization of spatial 
heterogeneities of soil and bedrock properties is accomplished by dividing the model domain into 
distinct soil groups, soil depth classes, and bedrock type regions inside which the given properties 
are assumed to be homogeneous (SNL 2008a, Section 6.5.7.6). The result of this approach is that 
the MASSIF model likely underestimates the actual spatial variability in net infiltration while 
characterizing regional infiltration patterns (SNL 2008a, Section 6.5.7.6). This approach of 
lumping properties into groups makes comparison between model predictions for a given grid cell 
and field data (i.e., borehole data) challenging at best (SNL 2008a, Section 6.5.7.6).

One significant conclusion of the MASSIF results is the fact that most of the modeled net infiltration 
occurs in the regions with shallow soils rather than in the stream channels (SNL 2008a, 
Section 6.5.7.8). It is notable that, during the 1997 expert elicitation panel on unsaturated zone flow 
model issues (CRWMS M&O 1997b, Section 3.4.1), several experts suggested that the upper 
reaches of washes having shallow alluvium perhaps should be considered to be the locations of 
higher infiltration than the ridge-tops. This suggestion, with the results of the model validation 
activities using streamflow data (Section 2.3.1.3.4.1) and borehole data from Pagany Wash 
(Section 2.3.1.3.4.2.1), led to an alternative model study using variations of soil saturated hydraulic 
conductivities (SNL 2008a, Section 7.1.3.2[a]).
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While calculating runoff at monitored streamflow gauge sites (SNL 2008a, Section 7.1.3.2[a]), a 
variation scenario was simulated for the Pagany Wash watershed in which the soil conductivity of 
the dominant soil type representing stream channels (soil type 3) was increased by an order of 
magnitude while the conductivity of the other soil types was decreased by a constant factor. This 
scenario was investigated as a result of model comparison to borehole UZ#4 (SNL 2008a,
Section 7.2.1.1.2[a]). In order to explore the implications of the Pagany Wash study on the larger 
modeled domain, the four representative realizations (10th, 30th, 50th, and 90th) from the 
present-day climate simulations were run using an alternate soil conductivity assignment, as 
defined by the Pagany Wash variation scenario. Specifically, the four realizations were run with the 
following modifications: (1) the conductivity of soil types 3 and 4 were set to 7 × 10−6 m/s; (2) the 
rock conductivities were set uniformly to 10−3 m/s; and (3) the conductivity of the soil types other 
than 3 and 4 were reduced by a factor of 0.44. Soil types 3 and 4 were selected because, in general, 
these soil types are associated with the main stream channels. The choice of the specific soil 
conductivities is based on Pagany Wash simulations and data from a single high precipitation year, 
and this choice is probably not representative of the rest of the domain. Nevertheless, these results 
illustrate aspects of model sensitivity that are not explored in the sensitivity studies that look at 
spatial averages of net infiltration.

To quantitatively summarize these comparisons, two tables are presented. Table 2.3.1-20 compares 
mean net infiltration over two domains (net infiltration model domain, the unsaturated zone model 
domain, and a repository footprint) for each realization. In addition, the runoff fraction is compared 
and the total weighted precipitation for each realization is listed. The tabulated results suggest that 
mean net infiltration over these regions, and the total runoff leaving the domain, are not significantly 
altered by this variation in soil conductivity. In addition, it is significant that the relatively 
unfractured nonwelded Paintbrush nonwelded hydrogeologic unit (PTn) is expected to dampen and 
homogenize downward-moving transient pulses arising from episodic surface infiltration events 
(SNL 2007, Section 6.1.2).

Table 2.3.1-21 compares the percent of the total net infiltration that occurs in each soil group. It is 
here that a significant difference can be seen from the original base-case results. In the base-case 
realizations, between 76% and 97% of the total net infiltration occurred in areas covered with soil 
types 5, 7, or 9. In the alternate soil conductivity (Variation) runs, this percentage range fell to 34%
to 70%. The fraction of the total net infiltration in soil types 3 and 4 increased from a range of 0.2% 
to 11% to a range of 20% to 55%. The results of the alternative model study suggest that the 
predicted mean net infiltration over relatively large areas (e.g., unsaturated zone model domain and 
repository footprint) is fairly stable. It is the spatial distribution of net infiltration that is especially 
sensitive to the spatial distribution of soil properties. This alternative model study provides greater 
confidence in the spatial averaged net infiltration values produced by the infiltration model (SNL
2008a, Section 7.1.3.2[a]).

2.3.1.3.3.2 Consideration of Uncertainty in the Infiltration Model

The specific purpose of the infiltration model is to provide a spatial representation, including 
epistemic and aleatory uncertainty, of the predicted mean annual net infiltration at the Yucca 
Mountain site during each climate. For each climate, the model produces maps of average annual 
infiltration as a function of location, with no time dependence. These output maps cover the 
variability and range of uncertainty in average annual net infiltration over the modeling domain. The 
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uncertainty in net infiltration calculated by MASSIF is a combination of uncertainties associated 
with individual parameters and modeling assumptions.

Infiltration predictions are limited by the uncertainty in future weather patterns. Although a 
substantial body of literature supports the use of stochastic precipitation models, there are no 
records to support extrapolation of historical weather records from the last few decades to 
1,000 years. Each available and relatively complete precipitation record, whether from the Yucca 
Mountain site, from a nearby weather station, or from a site representative of a future climate, covers 
no more than about 60 years. The methods used to represent future climate conditions for this model 
are described in Section 2.3.1.3.2.1.1. Precipitation inputs are selected from 1,000 year stochastic 
simulations, assuring that the full range of annual precipitation uncertainty is considered, including 
years with heavy precipitation (SNL 2008a, Section 1.1[a]).

Infiltration predictions are also limited by uncertainties in soil, bedrock, and vegetation properties 
that encompass the 125 km2 infiltration modeling domain. These uncertainties arise primarily from 
several sources including: (1) the use of pedotransfer functions to estimate soil hydrologic 
properties; (2) the calculation of bedrock saturated hydraulic conductivity; and (3) the uncertainty 
in soil depth for the shallow depth class (SNL 2008a, Section 6.5.2[a]).

Infiltration predictions are also limited by model uncertainties. Sources of model uncertainty in this 
study include (1) the accuracy of the coupled NDVI/FAO-56 approach for estimating 
evapotranspiration at the site; (2) the accuracy of the layered field capacity approach for 
representing subsurface water flow; (3) the accuracy of the assumption that evapotranspiration 
from bedrock is negligible; and (4) the accuracy of the distributed runoff model used to represent 
surface water flow. Model uncertainty items (1) and (3) are believed to cause a bias towards 
over-predicting net infiltration, while items (2) and (4) are not believed to cause a bias in predicting 
net infiltration. The results of model validation activities suggest that model uncertainty may be of 
a comparable magnitude to parameter uncertainty. Given the complexity of modeling net infiltration 
over such a large and heterogeneous domain, such uncertainty is not unexpected (SNL 2008a, 
Section 6.6.3[a]).

The approach used to capture the parameter uncertainty was to perform an initial parameter 
uncertainty screening in order to eliminate parameters that do not have a large contribution to 
uncertainty in net infiltration. Sensitive parameters were then included in the Latin Hypercube 
sampling of two replicates of 20 samples (40 realizations per climate) for use in calculating the net 
infiltration maps. For each realization, a separate weather input file was generated, which used the 
sampled values of these parameters, representing epistemic uncertainty. In addition, each of these 
weather file realizations used a different set of random numbers, which resulted in differing patterns 
of precipitation and reflected aleatory uncertainty (SNL 2008a, Sections 6.6.3[a] and 6.7). Finally, 
in an effort to confirm that the parameter screening process and criteria did not inadvertently 
exclude a parameter that significantly influenced mean net infiltration, an extended parameter 
sensitivity study was performed (SNL 2008a, Section 7.1.4).

2.3.1.3.3.2.1 Infiltration Uncertainty Analysis Methodology

The first step in the uncertainty analysis was the elimination of parameters that did not have a large 
contribution to uncertainty in net infiltration. This step considered two properties associated with 
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each parameter, its relative uncertainty and its influence on the average net infiltration (SNL 2008a,
Appendix I, Section I1).

In several places, the MASSIF model uses a formula that is an approximation for a function or 
relationship, such as air temperature change with elevation. The formulas used to approximate these 
types of functions (i.e., linear versus exponential) have inherent uncertainties. In this analysis, 
uncertainties in formulas of these approximations are considered to be small compared to 
uncertainties in other parameters. Therefore, the parameter uncertainty analysis does not vary any 
coefficients of function approximations.

2.3.1.3.3.2.2 Uncertainty in Infiltration Data and Parameters and Sensitivity of the 
Model Output to These Data and Parameters

The parameters that influenced net infiltration were screened for inclusion in the uncertainty 
analysis (SNL 2008a, Appendix I, Sections I1.2, I1.3, I1.4, and I1.5). Screening was based on both 
the relative uncertainty of a parameter, and its influence on the average net infiltration. Parameters 
were screened into the uncertainty analysis if their relative standard deviation was above 15% or if 
they were representative of a material property that covered more than 15% of the unsaturated zone 
domain. This 15% threshold for parameter inclusion in the uncertainty analysis was validated 
during the extended sensitivity analysis (SNL 2008a, Section 7.1.4). Parameter uncertainty was 
propagated to net infiltration by way of a Monte Carlo analysis using Latin Hypercube sampling 
(SNL 2008a, Sections 6.5.5 and 6.5.6). The infiltration range of net infiltration was demonstrated 
to reasonably bound the estimates of net infiltration in a manner to preclude under-representation of 
the risk estimate (SNL 2008a, Section 8.3[a]).

Parameters were separated into two categories: those which were climate-independent, and those 
which varied (either in the nominal value or in the uncertainty range) by climate. Of the over 
90 climate-independent parameters, 8 met the requirement for inclusion in the detailed uncertainty 
analysis (SNL 2008a, Appendix I):

• Soil characteristics, including the soil depth of the shallowest soil class (class 4), saturated 
hydraulic conductivities, Ksat_rock, of the most common bedrock units (units 405 and 406), 
and the soil water holding capacity, θHC, for the most common grouped soil unit (soil 
group 5/7/9)

• Evapotranspiration parameters, including the readily evaporable water (REW) and the 
evaporation layer depth (Ze)

• Vegetation parameters, including the minimum crop coefficient for dry soil with no crop 
cover (Kcmin) and the slope of the relationship between the corrected normalized 
difference vegetation index and the basal crop coefficient (CKcb2).

Approximately 30 other climate dependent parameters were screened for each climate state. For the 
present-day climate, four additional parameters were screened into the uncertainty analysis (SNL
2008a, Appendix I). These included two plant parameters (the mean plant height and the maximum 
effective rooting depth), and one of the annual average precipitation weather parameters, am. 
Another weather parameter, aλ, was not varied independently, but rather was correlated with am. It 
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was included in the uncertainty analysis so that its value would remain consistent with the value of 
am. Therefore, a total of 11 parameters were screened into the uncertainty analysis for the 
present-day climate. These 11 parameters, ranges, and distribution types are shown in 
Table 2.3.1-22.

A total of 19 parameters were screened into the uncertainty analysis for the monsoon climate (SNL
2008a, Appendix I). These included two plant parameters (the mean plant height and the maximum 
effective rooting depth), the slope of precipitation duration versus amount of precipitation, and eight 
weather parameters. Four of the weather parameters (annual average precipitation values a00 and 
am, amplitude bm1, and temperature parameter γwetmax) were varied independently. The remaining 
four weather parameters (a remaining average annual precipitation parameter, aλ and the three 
remaining amplitude parameters, bλ,1, b00,1, b10,1) were not varied independently, but rather were 
correlated with am and bm1. These 19 parameters, ranges, and distribution types are shown in 
Table 2.3.1-23.

A total of 17 parameters were screened into the uncertainty analysis for the glacial-transition 
climate (SNL 2008a, Appendix I). Eight of these were the climate-independent parameters. The 
climate dependent parameters varied included two plant parameters (the mean plant height and the 
maximum effective rooting depth), both parameters of the precipitation duration model (only one 
was varied independently), and five weather parameters. Three of the weather parameters were 
varied independently (two of the annual precipitation parameters, a00 and am, and one of the phase 
parameters, θλ,1). The other two weather parameters were the annual precipitation parameter a and 
a phase parameter θm,1. These 17 parameters, ranges, and distribution types are shown in 
Table 2.3.1-24.

The uncertainty analyses were conducted to determine the influence of various parameters over 
their expected ranges, which include uncertainty. These analyses were developed in Simulation of 
Net Infiltration for Present-Day and Potential Future Climates (SNL 2008a, Section 6.7). The 
results of these analyses were the generation of 40 maps of net infiltration for each of the present day 
and two future climate states considered for the next 10,000 years. For a given climate, each of these 
40 maps provided an equally probable outcome of net infiltration over the modeling domain. The 
range of net infiltration values within the set of 40 maps provided a reasonable estimate of the 
uncertainty in magnitude of net infiltration. This uncertainty was estimated using the structured 
Monte Carlo technique of Latin Hypercube sampling (SNL 2008a, Sections 6.5.5 and 6.5.6). This 
method propagates uncertainty in a collection of input parameters to uncertainty in model outputs 
(net infiltration).

For all climates, the sensitivity analyses show that there are two general features that control the 
uncertainty in the average annual net infiltration over the modeling domain. These features are the 
mean annual precipitation and the soil depth assigned to soil depth class 4. These two features 
explain about 70% of the variance in simulated infiltration when both epistemic and aleatory 
uncertainty is included. Mean annual precipitation is not sampled directly but is the result of a 
stochastic simulation of representative precipitation years that relies on a set of sampled stochastic 
parameters, which is different for each climate (SNL 2008a, Section 6.7.2).

The sensitivity of the uncertain parameter varied in the uncertainty analyses showed that soil depth 
in soil depth class 4 (shallow soils) and water holding capacity of soil group 5/7/9 (the most common 
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soil group) were the most important physical parameters in the MASSIF model. Future precipitation 
patterns was another significant source of uncertainty. It was determined that, while further data are 
not needed to develop sufficiently accurate estimates of infiltration for the purposes of the TSPA, 
such data would serve to reduce the uncertainty in predicted infiltration ranges (SNL 2008a,
Section 8.3[a]).

An extended sensitivity study was conducted using 42 uncertain parameters. A list of these 
parameters, ranges, and distribution types is shown in Table 2.3.1-25. A total of 200 realizations 
were run for the Drill Hole Wash watershed, which covers most of the repository footprint, using a 
single present-day weather input file. The results of the extended parameter sensitivity study 
confirm that the initial parameter screening criteria used for the uncertainty analysis are valid. 
Approximately 80% of the variance in mean net infiltration in the set of 200 realizations can be 
accounted for by the uncertainty in the same two input parameters that describe most of the 
variability in the uncertainty analysis results (soil depth of soil depth class 4 and Holding Capacity 
of Soil Group 5/7/9). The other parameters explain less than 3% of each variance, and are therefore 
not considered to be as important for estimating mean net infiltration. It is worth noting that several 
of these other parameters were not screened into the initial uncertainty analysis; however, none of 
these other parameters account for more than 3% of the variance in net infiltration (SNL 2008a,
Section 7.1.4).

2.3.1.3.4 Confidence Building and Abstraction of the Infiltration Model
[NUREG-1804, Section 2.2.1.3.5.3: AC 1(2), (3), AC 4(1), AC 5]

Confidence in the infiltration model was established by performing a number of confidence 
building activities during model development and performing post model development validation 
activities. Confidence building during model development included discussions of documented 
decisions and activities that were implemented during the model development process to verify that 
a reasonable, credible, and technical approach using scientific and engineering principles was 
taken. These activities also demonstrate that MASSIF can be applied to other sites to accurately 
predict water balance parameters such as evapotranspiration. Post-model validation activities 
included comparing the infiltration model and results to alternative modeling approaches and to 
other estimates of infiltration at Yucca Mountain, elsewhere in Nevada, and the desert southwest. 
The model development activities and post-development validation activities established the 
scientific bases for the infiltration model. Based on these confidence building activities, the 
infiltration model is considered to be sufficiently accurate, to the level of confidence required by the 
model’s relative importance to performance assessment, and adequate for its intended purpose.

2.3.1.3.4.1 Confidence Building During Model Development

Confidence building for each of the primary components in the infiltration model (SNL 2008a,
Section 7.1, Figure 7.1-1) was completed during model development. The following sections 
describe the validation activities performed to validate each of the primary components within the 
“control volume” of a grid cell in the infiltration model (Figure 2.3.1-39).

Precipitation (SNL 2008a, Section 7.1.1)—Several analyses were completed to build confidence 
in the stochastic precipitation model, including review of truncating the Fourier series to a single 
harmonic and comparison of generated mean annual precipitation ranges for the various climates 
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to measured data. The stochastic model used a truncated Fourier series (one-harmonic) to generate 
precipitation data. Data from this model were compared to a model using a two-harmonic 
truncated Fourier series (SNL 2008a, Section 7.1.1.1[a]). Adding another term to the Fourier 
series will always give a better fit, as this additional term accounts for the residual between the 
Fourier series and the actual data. For half of the selected sites, precipitation records show a 
two-seasons variation over the year (on average), and a one-harmonic truncated Fourier series fits 
the data well. The second harmonic correction provides significant improvement when the 
selected site presents distinct four-season variations or a strong gradient of differences for a 
period. However, for these cases it is not clear if the one harmonic fit will result in an 
underestimation or an overestimation of infiltration because the average annual precipitation is 
preserved, and only the monthly distribution is affected. The two-harmonic truncated Fourier 
series model required eight additional parameters. For simplicity, it was decided to limit the 
representation of daily precipitation over the year with a 2nd order Fourier series (the average and 
one harmonic). The estimate reasonably represents the variation of daily precipitation over the 
year. The cost of adding a second harmonic was deemed to be too high in complexity compared to 
the gain in accuracy, and thus was not used for this analysis.

An estimate of distribution of mean annual precipitation after aggregation of Fourier series 
parameters was also completed (SNL 2008a, Section 7.1.1.2). Annual precipitation at Yucca 
Mountain for future climates is an uncertain quantity. In order to represent the possible future 
precipitation at the site, several representative sites were selected for each climate. Each site had a 
different average annual precipitation record, representing the uncertainty. In order to capture this 
uncertainty, each site was first represented using 12 parameters. The variation of each parameter 
was studied in order to determine whether this variation was significant (and should be taken into 
account) or not. Significant parameters were associated with a distribution and were sampled from 
this distribution using Latin Hypercube sampling.

Two independent samples containing 20 replicates were created and used to estimate average 
annual precipitation. In order to verify that the distribution of average annual precipitation defined 
with the representative sites was captured correctly, they were compared with the distribution of 
average annual precipitation derived from these sites’ records. Comparisons of actual and modeled 
precipitation distributions are illustrated using box-plots (Figures 2.3.1-40 through 2.3.1-42). A 
box-plot is comprised of a box where the top and bottom of the box represent the 75th and 25th 
percentile of the distribution, respectively. The dashed and solid lines within the box represent the 
mean and median values of the distribution, respectively. The top and bottom ends of the lines 
connecting the box (whiskers) represent the 90th and 10th percentile of the distribution, 
respectively. And the points above and below the whiskers represent the extreme observations 
within the distribution (SNL 2008a, Section 7.1.1.2).

The analysis found that after normalizing (for elevation) the precipitation from the 10 present-day 
Yucca Mountain meteorologic stations, the simulated and measured data were very closely matched
(Figure 2.3.1-40). The last three boxes in Figure 2.3.1-40 are similar enough to have good 
confidence that annual precipitation is correctly represented for the present-day climate. Mean, 
median, as well as 10th, and 90th percentile values are almost identical for all three boxes (SNL
2008a, Section 7.1.1.3). Comparison of the predicted versus measured data for the monsoon climate 
state was reasonable, with about 75% of the measured data being within the range defined by the 
lower and upper bound of the monsoon climate representation (SNL 2008a, Section 7.1.1.4).
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The monsoon climate data includes the ten present-day climate sites as lower bounds, and two sites 
(Hobbs, New Mexico, and Nogales, Arizona) as upper bounds for annual precipitation 
representation. The two upper-bound sites are considered to be representative of the weather at the 
top of Yucca Mountain and therefore, do not need to be adjusted for elevation. Even though their 
average annual precipitation is similar, the two upper-bound monsoon analogue sites have different 
behavior over the year. Hobbs features a longer but less intense monsoonal period, while Nogales 
presents a shorter (2 months) but more intense monsoonal period. The Hobbs and Nogales sites may 
underestimate annual precipitation for a monsoon climate identical to that of Owens Lake (used as 
reference) (BSC 2004a), so it was decided to consider the combination of parameters from Hobbs 
and Nogales giving the highest annual precipitation (a longer and more intense monsoonal period). 
This combination of parameters results in average annual precipitation that is generally between the 
upper and lower bound analogue site precipitation. However, this combination of parameters also 
results in some average annual precipitation amounts that are higher than either of the two 
upper-bound sites (Figure 2.3.1-41) (SNL 2008a, Section 7.1.1.4).

The glacial transition climate data includes only two sites for lower-bound and three sites for 
upper-bound precipitation representations (Figure 2.3.1-42). Both sites are considered to be 
representative of future weather at the top of Yucca Mountain, and therefore do not need to be 
adjusted for elevation. Distributions of mean annual precipitation based on the estimation of 
parameter uncertainty, cover most of the range defined by the five bounding sites. The average value 
for both replicates is almost identical, and is close to the mid-point value of the average of the two 
low-bound sites annual precipitation and the three upper-bound sites annual precipitation
(Figure 2.3.1-42). Therefore, this model provides a reasonable representation of uncertainty in 
annual precipitation for the glacial transition climate (SNL 2008a, Section 7.1.1.5).

Evapotranspiration and Storage (SNL 2008a, Section 7.1.2)—The ability of the MASSIF 
model to simulate daily actual evapotranspiration and changes in daily soil water storage was 
evaluated by comparing MASSIF output to long-term observation data collected at lysimeter 
facilities at the Nevada Test Site (Desotell et al. 2006) and at the Reynolds Creek Experimental 
Watershed (Marks 2001). These lysimeter sites provide detailed water balance data that are 
especially valuable for evaluating model performance. The first lysimeter site is located near the 
Area 5 Radioactive Waste Management Site within the Nevada Test Site, and represents an 
analogue to the present-day climate conditions at the Yucca Mountain. The second site is located 
within the Reynolds Creek Experimental Watershed in southwestern Idaho, and represents a 
potential analogue to the future glacial-transition climate at Yucca Mountain. The climate at the 
Reynolds Creek Experimental Watershed is actually wetter and cooler than at Spokane, which is 
an analogue site for the upper limit of the glacial-transition conditions. Reynolds Creek 
Experimental Watershed was selected for this comparison because it represents significantly 
different conditions in terms of climate, soils, and vegetation from those at Yucca Mountain. In 
both cases two modeling approaches were used. First, MASSIF was used to simulate the mass of 
water in each lysimeter as a function of time. Second, a Richards equation–based model 
(HYDRUS-1D) was also applied to the same lysimeter data to provide a comparison to the 
MASSIF formulation.

The ability of MASSIF to simulate these data records provides additional model validation to 
establish confidence that the MASSIF mathematical model and its underlying conceptual model 
adequately represent with sufficient accuracy the phenomenon and processes in question.
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Validation includes corroboration of model results with data acquired from two analogue sites, and 
corroboration of model results with other model results obtained from the implementation of 
mathematical models using the HYDRUS 1D code. A comparison of MASSIF and HYDRUS-1D 
simulations and lysimeter storage data from the NTS and Idaho lysimeters is shown in 
Figures 2.3.1-43 and 2.3.1-44, respectively. These comparisons indicate that MASSIF simulations 
compare well to both the soil physics based model HYDRUS-1D simulations, and to these lysimeter 
data sets (SNL 2008a, Section 7.1.2, Appendix J).

The simulations of the lysimeter data from Area 5 on the Nevada Test Site are summarized as 
follows:

• The simplified water balance approach incorporated in MASSIF allows for adequate 
simulation of water storage and evapotranspiration in both bare soil and vegetated Nevada 
Test Site lysimeters.

• The evapotranspiration parameters such as Kcb, Kc_min, and fc estimated for the bare soil 
and vegetated lysimeters using MASSIF are in good agreement with the experimental 
data obtained for the plant association similar to the one present at the lysimeter site.

• The MASSIF results are comparable to the results obtained with physics-based models 
such as UNSAT–H (Desotell et al. 2006).

• MASSIF’s ability to reproduce the lysimeter water storage over 10 years (bare soil) and 
9 years (vegetated) confirms that the most important processes are represented correctly.

• The same tendencies in the differences between the observed and calculated storages 
were obtained with MASSIF. These tendencies are consistent with the ones described in 
the other studies related to the Nevada Test Site lysimeters (e.g., Desotell et al. 2006). 
These differences may indicate evaporation at depth in the lysimeters that is a 
phenomenon of the lysimeter but not of the natural conditions (SNL 2008a, 
Section 7.1.2.1[a]).

Lysimeter simulations at the Reynolds Creek Experimental Watershed are summarized as follows:

• The MASSIF water balance approach was capable of reproducing the changes in storage 
over the seven years of observations at the Reynolds Creek Experimental Watershed 
lysimeter site. This site is considerably different from the Nevada Test Site. The climate is 
wetter and cooler, with 21% of precipitation being snow, and the soils are finer with the 
smaller permeability and significantly higher field capacity and wilting point. The 
vegetation cover is twice as dense, and the plants species are different.

• The soil properties, evapotranspiration parameters, and infiltration estimated using 
MASSIF for the Reynolds Creek Experimental Watershed lysimeter fall within the site 
specific ranges obtained from the literature.
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• The MASSIF and HYDRUS 1D results are fairly consistent. The same tendencies in 
differences between the observed and calculated storages were obtained with MASSIF 
and HYDRUS 1D.

• The infiltration predicted by MASSIF is in good agreement with the infiltration predicted 
by HYDRUS 1D.

• The MASSIF ability to adequately model Reynolds Creek Experimental Watershed 
lysimeter site confirms that the physical processes incorporated in MASSIF are 
applicable to a wide range of condition. Both present-day and future climates can be thus 
accurately represented (SNL 2008a, Section 7.1.2.2[a]).

Run-on/Runoff (SNL 2008a, Section 7.1.3)—The hydrologic processes of run-on and runoff are 
validated in the MASSIF model by comparison of measured streamflow data with MASSIF 
predictions of runoff (streamflow) at the discharge cells at the base of streamflow watersheds. 
Streamflow watersheds are sub-watersheds located within the primary 11 watersheds that 
encompass the Yucca Mountain infiltration model domain. A streamflow watershed is defined by 
the location of its streamflow gauge. That is, a streamflow watershed includes all the upstream 
cells that can contribute runoff that eventually flows through a given streamflow gauge. 
Streamflow and runoff are terms that are often used interchangeably. However, for this discussion, 
streamflow refers to the total amount of runoff within a streamflow watershed, while runoff can 
refer to total streamflow, or just the amount of runoff from one cell to another. Additional 
confidence building during model development is provided in this section by comparing 
streamflow data from the rare occasions during which streamflow has been recorded within the 
Yucca Mountain model domain, with MASSIF predictions of streamflow for those same 
streamflow events.

There are six streamflow gauges located within the Yucca Mountain infiltration model domain used 
in this analysis. These six gauges are part of the U.S. Geological Survey streamflow monitoring 
network (SNL 2008a, Section 7.1.3, Table 7.1.3-1). The Yucca Mountain infiltration model domain 
encompasses two Pagany Wash gauges, one Drill Hole Wash gauge, one Wren Wash gauge, and two 
Split Wash gauges. Figure 2.3.1-45 provides a map view of locations of watersheds and various 
field data, including streamflow gauges.

MASSIF calculations were performed for each of the watersheds for which runoff data was 
collected. Qualified runoff data exist for all of the streamflow gauges for water year 1995, and for 
some of the streamflow gauges for water years 1994 and 1998. All of the calculations were started 
at the beginning of water year 1994, and carried through to either water year 1995 or 1998, 
depending upon the existence of 1998 data for the particular watershed.

With the exception of soil saturated conductivity, all of the input values were nominal values, which 
are reported in Simulation of Net Infiltration for Present-Day and Potential Future Climates (SNL
2008a, Appendix I). Soil conductivities were varied by a single multiplicative factor between 0.1 
and 1.2 in increments of 0.1. Hence, the first run multiplied all of the soil conductivities by 0.1; the 
next run multiplied all soil conductivities by 0.2, and so on. Weather data for the simulations were 
taken from qualified records for Yucca Mountain sites 1, 2, 3, and 6. Separate calculations were 
performed for each of the weather sets, and the results from the four calculations were compared.
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While cumulative annual runoff is important, examination of the daily occurrence and the amount 
of runoff is also important. Comparisons were made to the runoff data using daily precipitation data 
from the four nearby Yucca Mountain rainfall measurement locations (Site 1, Site 2, Site 3, and 
Site 6). In general, MASSIF correctly predicted the timing and magnitude of runoff using the 
nominal parameter set with variations in the soil conductivity. Typically, the soil conductivities are 
reduced by multipliers of 0.3 to 0.7, which is within the range between the maximum and minimum 
soil conductivities for a given soil type from the Hanford soils data set (BSC 2006a, Table 6-7). 
Alternatively, the conductivity reduction could be explained by soil structure, which can dominate 
water sorption in soils. A comparison of measured versus modeled runoff is shown in 
Figure 2.3.1-46 for Upper Split Wash for a portion of water year 1995. In this figure, the high and 
low predicted runoff values correspond to soil conductivity multipliers of 0.2 and 0.4, respectively, 
for Sites 1 and 2. The high and low predicted values correspond to soil conductivity multipliers of 
0.4 and 0.6, respectively, for Sites 3 and 6. Additional detail is provided in Simulation of Net 
Infiltration for Present-Day and Potential Future Climates (SNL 2008a, Section 7.1.3).

MASSIF was used to predict infiltration at a particular grid cell concurrent with measured data (the 
UZ#4 borehole (LeCain et al. 2002) near the mouth of Lower Pagany Wash). To match the 
measured infiltration, the soil saturated conductivity had to be increased by an order of magnitude, 
and the rock conductivity was increased so that it had no influence on the infiltration
(Section 2.3.1.3.4.2.1). Hofmann et al. (2000) measured the saturated hydraulic conductivity of the 
soil at two Yucca Mountain locations. These locations included a measurement in Pagany Wash 
(near borehole UE-25 UZN #14) and a measurement on a stable terrace adjacent to Fortymile Wash 
(at borehole UE-25 UZN #85). They found that the saturated hydraulic conductivities were 
significantly higher than the nominal soil conductivity used in MASSIF, and that the value in 
Pagany Wash was an order of magnitude higher than the value on the stable terrace.

To test if this perturbation was consistent with the Pagany Wash streamflow gauge data, a variation 
scenario of the Pagany Wash calculations was performed by setting the soil and rock conductivities 
to those which matched the UZ#4 borehole data. The balance of the soil conductivities were varied, 
as before, using a soil saturated conductivity factor. The rest of the input parameters were set to their 
nominal values as in the base case scenario described above. Both sets of soil saturated 
conductivities were consistent with the measured runoff data for Pagany Wash (SNL 2008a, 
Section 7.1.3).

Despite the good agreement between the observed and predicted runoff in both of these scenarios, 
there was a pronounced difference in the spatial distribution of net infiltration for each of these 
scenarios—even though the mean value of net infiltration was nearly identical between scenarios. 
The main difference between the scenarios was the location of the net infiltration. In the base case 
scenario, net infiltration occurred primarily outside the central stream channel area and was highest 
in the higher portions of the watershed. In fact, there is little to no net infiltration in the upper reach 
of the channel, and only a minor amount of infiltration in the lower reach. In the variation scenario, 
the net infiltration in the upper part of the basin was slightly reduced while the infiltration in the 
lower reach of the channel increased greatly (SNL 2008a, Section 7.1.3.1).

This comparison between the base case and variation simulations of Pagany Wash illustrates an 
important point about the inherent uncertainty in the spatial distribution of net infiltration. Uniform 
effective soil conductivity values were not screened into the uncertainty analysis because the 
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parameter uncertainty was either low or the fraction of the unsaturated zone model domain that was 
covered by a given soil type was below the 15% criterion (SNL 2008a, Section 7.1.3). Soil 
conductivity was included in an extended parameter sensitivity study (SNL 2008a, Section 7.1.4). 
In order to account for the need to adjust soil conductivity to match observed runoff data as 
described in this section, the uncertainty distributions for soil conductivity were expanded. 
However, results of the expanded sensitivity study indicate that MASSIF results are not particularly 
sensitive to soil conductivity. This comparison suggests that there may be considerably more 
uncertainty as to where net infiltration is occurring than is represented by the 40 realizations used 
to characterize infiltration uncertainty (SNL 2008a, Section 7.1.3.1). However, it is important to 
note that the relatively unfractured nonwelded Paintbrush nonwelded hydrogeologic unit (PTn) is 
expected to dampen and homogenize downward-moving transient pulses arising from episodic 
surface infiltration events (SNL 2007, Section 6.1.2).

2.3.1.3.4.2 Post-Model Development Validation

The post-development validation methods used to validate the infiltration model include 
(1) corroboration of model results with data (e.g., field data, analogue studies) not previously used 
to develop or calibrate the model; and (2) corroboration of model results with other alternative 
mathematical model results.

2.3.1.3.4.2.1 Corroboration of Model Results with Data

Comparison of Model Predictions with Pagany Wash Infiltration Data from 1998 (SNL 
2008a, Section 7.2.1.1—MASSIF was used to simulate infiltration at a monitor cell that contains 
the location of borehole UE-25 UZ #4 (also referred to as UZ #4). This is an instrumented 
borehole in Pagany Wash. The winter of 1997–1998 was an El Niño winter and therefore was 
considerably wetter than average winters. The total precipitation recorded at Site 3 for water year 
1998 was 402.6 mm. In the spring of 1998, 183.4 mm of precipitation was recorded during 14 out 
of 23 days between February 2 and 24, and approximately 35,000 m3 of runoff was recorded at the 
lower Pagany Wash streamflow gauge during this 23 day period in February 1998. LeCain et al. 
(2002) describe infiltration data collected at this borehole during the spring of 1998. Borehole 
UZ #4 is located in the alluvial deposits of Pagany Wash; a stream-carved, dry channel. This 
borehole was instrumented with temperature, pressure, and water potential sensors in July 1995, in 
order to gain insight into infiltration through the alluvial deposits of the usually dry stream 
channels (LeCain et al. 2002).

LeCain et al. (2002) describe two methods for estimating infiltration in Pagany Wash based on data 
collected at UZ #4. The first is an analytical method in which the infiltration flux is calculated from 
soil saturated conductivity, porosity, and velocity of a wetting front observed to pass from a depth 
of 3.0 m to 6.1 m. The second method uses a computer program to estimate infiltration flux given 
temperature data measured in UZ #4. The first method produced a percolation flux of 1.13 m, while 
the second method produced a percolation flux of 1 to 2 m.

First, MASSIF was used with nominal input values to simulate infiltration at the monitor cell 
containing borehole UZ#4. Infiltration for water year 1998 at UZ #4 was calculated to be 11.8 mm 
using precipitation data from the Site 6 station, and 28.3 mm using precipitation data from the Site 3 
station. Second, soil and rock hydraulic conductivities (Ksat) for the grid cell containing borehole 
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UZ #4 were adjusted to test the sensitivity of infiltration to Ksat, and to demonstrate that modeled 
infiltration can match the measured infiltration reported by LeCain et al. (2002) with adjustments 
to Ksat values. Soil Ksat was increased by about one order of magnitude to a value of 7 × 10−6 m/s, 
and rock Ksat was increased to a value of 10−3 m/s so that it would not be a limiting factor on 
infiltration. The analytical method used by LeCain et al. (2002) to calculate infiltration flux from 
3.0 to 6.1 m does not include rock hydraulic conductivity, so rock hydraulic conductivity should not 
be a limiting factor for a comparison with MASSIF. MASSIF calculated a total net infiltration for 
water year 1998 at the grid cell containing UZ #4 of 414 mm and 375 mm for Site 3 and Site 6 
stations, respectively. When soil Ksat values were increased to 1 × 10−5 m/s, infiltration increased to 
597 mm and 548 mm, for Site 3 and Site 6, respectively.

In the analytical method described by LeCain et al. (2002), if the value of soil porosity is changed 
from 0.31 to 0.157 m3/m3, which is the porosity assigned to the soil type in this grid cell, then the 
percolation flux would change from 1,130 mm to 573 mm. This is very close to the net infiltration 
flux calculated by MASSIF when soil and rock Ksat values are adjusted.

This comparison of percolation flux between MASSIF and an analytical method reported in 
(LeCain et al. 2002) shows that MASSIF calculated approximately the same amount of infiltration 
at UZ #4, if soil Ksat for that grid cell is increased by ~1.5 orders of magnitude, and if rock hydraulic 
conductivity for that grid cell is increased so that it is not a limiting factor. Although this increase 
in soil Ksat is outside of the standard error range in soil Ksat for soil type 3 (Ksat range = 9.5 × 10−7

to 6.2 × 10−7 m/s) (BSC 2006a, Table 6-7), it is within the range of maximum and minimum values 
(1.7 × 10−7 to 1.7 × 10−5 m/s), and this adjusted soil Ksat may be more appropriate for the soil near 
the grid cell containing UZ #4 on Yucca Mountain. In addition, these Ksat adjustments are consistent 
with the discussion on factors influencing spatial variability near the end of Section 2.3.1.3.3.1.2. 
The soil Ksat values reported in BSC (2006a) have transparency and traceability to Yucca Mountain 
textural data using pedotransfer functions, so they are appropriate and defensible for large-scale 
assessments of infiltration at Yucca Mountain. However, they are likely to be inaccurate for 
comparison to borehole-scale infiltration estimates, as shown in this validation calculation.

Hofmann et al. (2000) report measurements of soil saturated hydraulic conductivity at two locations 
at Yucca Mountain. These locations included a measurement in Pagany Wash, near borehole UE-25 
UZN #14, and a measurement on a stable terrace adjacent to Fortymile Wash at borehole UE-25 
UZN #85, both using a prototype-automated-infiltrometer. They measured a saturated hydraulic 
conductivity of 17.79 cm/hr (4.94 × 10−5 m/s) for the location in Pagany Wash and 1.78 cm/hr 
(4.94 × 10−6 m/s) for the terrace location (Hofmann et al., 2000, Table 4). The measurement in 
Pagany Wash corroborates the adjustments to soil conductivity that are required to match 
infiltration inferred at UZ #4 (SNL 2008a, Section 7.2.1.1.2[a]).

Discussion of Neutron Logging Data—Neutron logging data can be used in some cases for 
infiltration model validation and/or corroboration by comparing model-calculated volumetric 
water contents and/or infiltration fluxes to those obtained from neutron logging data. Available 
site neutron logging data are not adequate for validation or corroboration of MASSIF. The 
following discussion describes the dataset and provides limited comparisons between measured 
and modeled infiltration.
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Neutron logging data were collected from mid-1989 through September 1995 at 99 boreholes; 95 
of the 99 boreholes are located within the current infiltration model domain. All 95 boreholes are 
located within four watersheds; one borehole is located within Yucca Wash while the remaining 
94 boreholes are located within Drill Hole Wash, Dune Wash, or Solitario Canyon 1 watersheds. 
The borehole depths range from 4.6 to 77.8 m (Flint and Flint 1995).

An uncertainty analysis of this dataset concluded that water content values from the neutron logging 
are accurate to approximately ±6% absolute water content within a 95% confidence interval (BSC 
2006d, Section 5.3.2). Given a typical water content value of 20%, this uncertainty translates to a 
30% relative error in the measured value. However, the precision of the measurement is higher (less 
than 2% relative difference), which suggests that estimates of changes in water content are more 
certain. This increased certainty is limited by the fact that precision errors associated with each log 
are additive when considering changes in water content over time.

This dataset was deemed to be of limited use for validation (or calibration) of MASSIF for several 
reasons. First, errors associated with water content derived from these measurements make direct 
comparison with simulated water contents problematic, especially since conditions at each borehole 
(such as soil depth and properties) are likely to differ from the average values assigned to the soil 
depth class and soil group assigned to the cell. Second, the field capacity modeling approach is a 
“lumped” approach, and is therefore not intended to be used to match moisture profiles with depth 
in the soil. Third, flux estimates using the change in water content over an interval require an 
estimate of the root-zone depth, which is likely to vary for each location. Despite these limitations, 
fluxes were estimated assuming a constant root-zone depth and compared with net infiltration 
calculated over the same time interval (see below). The following comparisons between measured 
and modeled infiltration provides justification for its exclusion from model validation.

Neutron logging measures the number of reflected (thermalized) neutrons at depth intervals in a 
region surrounding a borehole. The count of neutrons is also affected by the integrated properties of 
the material (density, mineral composition, etc.), and in relatively homogeneous materials has 
successfully been used to estimate water content. Several researchers have estimated net infiltration 
fluxes from neutron logging data collected at time intervals during which water content profiles 
were changing (e.g., Looney and Falta 2000, pp. 457 to 474; McElroy 1993, p. 13). However, many 
assumptions are required in order to estimate net infiltration flux from these measurements. Net 
infiltration flux can be estimated from the change in water content, with time, multiplied by a given 
depth interval, and then summing these changes, for depths below the root zone (Looney and Falta 
2000, pp. 457 to 474; McElroy 1993, p. 13). Net infiltration flux can also be calculated as the change 
in integrated water content below the root zone, between two time periods. This method was 
implemented using MASSIF for the time period spanning the greatest increase in borehole water 
content between about January 1 and mid-March 1995. The root zone was assumed to be 1.6 m
below the ground surface for soil depths of 1.6 m or greater, and the root zone was set equivalent to 
soil depth for soil depths less than 1.6 m.

The use of these methods for calculating flux within fractured rock from water content data has not 
been widely used, and limitations in the approach, as well as limitations within the dataset, should 
be acknowledged. For example, this approach assumes 1-D piston flow with no lateral flow at the 
soil–bedrock interface. The MASSIF model assumes that lateral flow is insignificant for estimating 
a water balance for a 30 × 30 m grid cell. However, this assumption may not be appropriate for 
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measurements occurring on the scale of a borehole, since the active fracture spacing in the bedrock 
is likely to be greater than the region measured by the neutron probe. In addition, single calibrations, 
independent of media, were developed for each neutron probe (BSC 2006d, Section 5.3.4), and 
were applied to all the neutron measurements made in various media (e.g., soil, weathered tuff near 
the soil-bedrock interface, or intact tuff). Since calibrations provide the means of interpreting water 
contents, the consequence of using a single calibration for different media is that there may be 
systematic errors in water contents for media not used in the calibration. In addition, as a result of 
the drilling methods, preferential pathways for water flow along the annulus space between the 
borehole casing and the geologic media may have been inadvertently created, and formerly solid 
rock may have been extensively fractured. Such fracturing would lead to erroneously high 
infiltration calculations using the neutron logging data.

Despite the limitations of the dataset and the assumptions inherent in calculating net infiltration 
from changes in water content, this 6-year dataset represents the only Yucca Mountain site-specific 
dataset that measured wetting front movement, depths of net infiltration—and indirectly—net 
infiltration flux, over a large area of the infiltration model area and over a period with wet years and 
dry years. Therefore, it is worthwhile to compare MASSIF predictions of net infiltration at the grid 
cells containing the neutron logging boreholes, with the net infiltration calculated from neutron 
logging data. Figure 2.3.1-47 (SNL 2008a, Section 7.2.1.1, Figure 7.2.1.1-2[a]) shows such a 
comparison for a period of net infiltration spanning the wet winter of 1995, using three precipitation 
stations with MASSIF. As the figure shows, the comparison is not good. Even the averaged net 
infiltration for all boreholes was not good (71 mm for MASSIF using Site 6 precipitation versus 
200 mm from neutron logging data). This figure is included to demonstrate that the neutron logging 
data is not reliable for calculating net infiltration flux due to the preferential pathways through 
bedrock induced during drilling. This conclusion is supported by the lack of any corroborating data 
to support the high net infiltration fluxes at the neutron logging boreholes. In fact, all other types of 
data and analyses used to quantify net infiltration at Yucca Mountain are generally lower than the 
mean net infiltration calculated using MASSIF for present-day climate, and the MASSIF results are 
a factor of 3 lower than flux calculated from neutron logging data (for the time period discussed 
above) (SNL 2008a, Section 7.2.1.1.3[a]).

2.3.1.3.4.2.2 Comparison of Model Results with Other Models and Data from 
Comparable Environments

MASSIF results for present-day, monsoon, and glacial-transition climate states were compared to 
net infiltration and/or recharge estimates from other models and data from comparable 
environments (SNL 2008a, Section 7.2.1.2[a]). For these comparisons, net infiltration and recharge 
are assumed to be equivalent. These environments include other locations in Nevada, other 
locations in the southwestern United States, and other locations in the western United States. 
Estimates from locations in the southwestern U.S. are approximately analogous to the predicted 
recharge expected for the monsoon climate, based on the selection of analogue climate sites (BSC 
2004a, Table 6-1). Estimates from locations in the western states are approximately analogous to the 
predicted recharge expected for the glacial-transition climate, based on the selection of analogue
climate sites (BSC 2004a, Table 6-1). Recharge and net infiltration estimates for the Hanford site 
were also reviewed, although this site is quite dry and more analogous to Yucca Mountain under the 
present-day climate than the glacial-transition climate.
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Comparison to Other Models—MASSIF results for present-day, monsoon, and glacial- 
transition climate states were compared to several published models of net infiltration and/or 
recharge versus precipitation, and are shown in Figure 2.3.1-48 (SNL 2008a, Section 7.2.1.2[a],
Figure 7.2.1.2-1[a]). The publication dates of these models span nearly 60 years. Figure 2.3.1-48
demonstrates the similarity of these models, despite the advances made in hydrologic sciences 
over this time. The step function of the Maxey-Eakin model (Maxey and Eakin 1950, p. 40) is 
shown primarily for its historical significance as a well-recognized recharge model. Two modified 
Maxey-Eakin models (Nichols 2000, page C35; DOE 1997, Table 7-6), and a Maxey-Eakin model 
fit developed by Wilson and Guan (2004, Equation 12) are also shown in this figure. 
Figure 2.3.1-48 also shows MASSIF results compared to a model developed by Maurer and 
Berger (1997, Equation 9) for west-central Nevada. The Maurer and Berger model predicts water 
yield based on precipitation in which water yield is defined as subsurface flow plus surface runoff, 
so it is not directly comparable to other models, but it is included for comparison purposes 
nonetheless. Figure 2.3.1-48 also shows MASSIF results compared to a recent model developed 
by Faybishenko (2007, Equation 16) for Yucca Mountain using analogue meteorological data, and 
a fit to a dataset referred to as Davisson and Rose (Faybishenko 2007, Figure 10). MASSIF results 
for three climate states are above the general trend of most of these models at precipitation values 
less than 300 mm/yr, and approximately along the general trend of these models at precipitation 
values above 300 mm/yr.

A recent report by the Center for Nuclear Waste Regulatory Analyses staff describes models that 
were developed and used to calculate the areal average net infiltration, temporally averaged over the 
next one million years (Stothoff and Walter 2007). They also used these models to calculate areal 
average net infiltration, temporally averaged to represent the present-day climate. The areal 
averages are calculated for a 13 km2 footprint box that overlaps the 5.7 km2 repository footprint. 
Therefore, comparisons of the Center’s net infiltration results are not exactly comparable with net 
infiltration for the repository footprint calculated using MASSIF due to the differences in footprint 
areas. Stothoff and Walter (2007) describe the Orbital-Cycle Climate for Yucca Mountain and 
Infiltration Tabulator for Yucca Mountain models used for their calculations of net infiltration. The 
Center’s net infiltration results are shown in Figure 2.3.1-49 for present-day and million-year 
average net infiltration over the footprint box. Net infiltration results calculated using MASSIF are 
also shown in this figure. Figure 2.3.1-49 shows that MASSIF results for present-day are slightly 
higher than those calculated by Stothoff and Walter (2007), a result that is consistent with the 
comparison to other models shown in Figure 2.3.1-48. Figure 2.3.1-49 also shows MASSIF results 
for monsoon and glacial-transition climates which are lower than the million-year range reported by 
Stothoff and Walter (2007). As shown in Figure 2.3.1-49, the recent results reported by Stothoff and 
Walter (2007) corroborate and bound the range of net infiltration results calculated using MASSIF.

Infiltration Estimates for Other Locations in Nevada—The Nevada Division of Water 
Resources, Department of Conservation and Natural Resources, and the U.S. Geological Survey 
have divided Nevada into 14 Hydrographic Regions or basins, which are used to compile 
information on water resources. These regions are further subdivided into 232 Hydrographic 
Areas (256 Hydrographic Areas and Sub-areas, combined) for more detailed study. A variety of 
technical publications have reported recharge estimates for Nevada Hydrographic Areas. 
Noteworthy examples include two series of publications by the Nevada Department of 
Conservation and Natural Resources: (1) the Groundwater Resources Reconnaissance Series; and 
(2) the Water-Resources Bulletins. In many cases, multiple recharge estimates using different 
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methods, inputs and assumptions are available for the same area/sub-area (SNL 2008a, 
Section 7.2.1.2.1[a]).

Figure 2.3.1-50 (SNL 2008a, Section 7.2.1.2[a], Figure 7.2.1.2-2[a]) summarizes the basin-scale, 
net infiltration (or net recharge) predictions, and plots these data with the MASSIF net infiltration 
results for three climate states. The Maxey-Eakin (1950) model (represented as a stepped line on the 
figure) is also shown for reference. Note that the Maxey-Eakin model line does not match the 
individual basin-scale Maxey-Eakin model net infiltration estimates, which are shown as dark blue 
symbols on the figure. This is because each of these precipitation and recharge estimates is an 
area-weighted mean value derived from subareas of the basin in which precipitation is estimated 
locally. For each of these subareas an associated recharge amount is determined using the percent 
recharge values from Maxey-Eakin (1950, p. 40). Thus, the total precipitation and total recharge 
values are area-weighted mean values and vary depending on the precipitation patterns across the 
basin, which largely depend on the basin's topographic character. There is fairly good agreement 
among the methods for relatively low precipitation, but estimates tend to diverge as precipitation 
increases. The hydrographic areas closest to Yucca Mountain fall at the low end of the recharge scale 
(less than 10 mm/yr), and correspond well with the MASSIF net infiltration predictions for the 
present-day climate at Yucca Mountain. The MASSIF net infiltration predictions for the monsoon 
and glacial-transition climates are generally within the range for the wetter Nevada basins (SNL 
2008a, Section 7.2.1.2.1[a]).

Infiltration Estimates for Other Locations in the Southwestern United States—Net infiltration 
data from the southwestern United States, including West Texas, New Mexico, and Arizona, are 
useful in assessing the model predictions for the monsoon climate. This region includes Hobbs, 
New Mexico, and Nogales, Arizona (sites identified as average upper bound monsoon climate 
analogues in Future Climate Analysis (BSC 2004a, Table 6-1). Estimates for groundwater recharge 
in various locations in West Texas, New Mexico, and Arizona, and net recharge estimates for other 
locations in the southwestern United States (SNL 2008a, Section 7.2.1.2.2), which illustrate that net 
recharge rates for the Southwestern United States, as a fraction of precipitation, remain consistent 
with Yucca Mountain and are typically between less than 1% and 10%. These data are compared 
with Yucca Mountain net infiltration rate predictions in Figure 2.3.1-51 (SNL 2008a,
Section 7.2.1.2.2, Figure 7.2.1.2-3). A range of net recharge rates for a site in northeastern Arizona, 
calculated using 14C radiocarbon age dating combined with numerical modeling is also shown in the 
figure even though this area is not a climate analogue for Yucca Mountain under future climate
states (Zhu 2000).

Infiltration Estimates for Other Locations in the Western United States—Several sites on the 
Columbia Plateau in Eastern Washington (Spokane, Rosalia, and St. John) have been identified as 
average upper bound glacial-transition climate analogues. Data from the Columbia Plateau in 
Washington State are therefore useful because they provide inferences into potential precipitation 
and net recharge at Yucca Mountain during wetter climates. The Columbia Plateau’s position in 
the rain shadow of the Cascade Mountains is also analogous to the Great Basin’s position behind 
the Sierra Nevada Mountains.

Model-derived estimates of average groundwater recharge to the Columbia Plateau regional aquifer 
system have been reported by Bauer and Vaccaro (1990). The deep-percolation model for 
estimating recharge used precipitation, temperature, streamflow, soils, land-use, and altitude data to 
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calculate transpiration, soil evaporation, snow accumulation, snowmelt, sublimation, and 
evaporation of intercepted moisture. Estimated annual average precipitation, and recharge rates for 
the various zones included in the Columbia Plateau study, are summarized in Simulation of Net 
Infiltration for Present-Day and Potential Future Climates (SNL 2008a, Section 7.2.1.2.3[a]). The 
average annual precipitation for individual modeling zones ranges from approximately 168 mm/yr 
to 956 mm/yr. Most precipitation values are clustered near the postulated range for the 
glacial-transition lower bound mean annual precipitation (198 to 220 mm/yr). For these 
precipitation values, the recharge efficiency varies from about 0.1% to approximately 16%. The 
precipitation estimates that are within the upper half (0.51 to 0.98 probability) of the 40 realizations 
exhibit a recharge efficiency varying from approximately 9% to 46%. The Bauer and Vaccaro 
(1990) estimates are compared with predicted Yucca Mountain net infiltration rates in 
Figure 2.3.1-52. The Maxey-Eakin model is also shown in Figure 2.3.1-52 for reference.

Net Recharge and Net Infiltration Estimates for the Hanford Site—Fayer and Walters (1995) 
reported estimated net recharge rates at the Hanford site in eastern Washington. They mapped soil 
type and vegetation/land use categories to measured or estimated recharge rates from a variety of 
sources. Estimation methods included lysimeter studies, chloride mass balance calculations, 36Cl 
studies, and computer modeling. The long-term average recharge rates varied from 2.6 mm/yr for 
several soil and vegetation combinations to 25.4 mm/yr for cheatgrass. The 30 year average 
annual precipitation value of 159 mm/yr for 1951-1980 is from Fayer and Walters (1995, 
Figure A.3). Maher et al. (2003) reported vadose zone infiltration rates of 4 to 10 mm/yr at the 
Hanford site. Their estimate was based on strontium isotope ratios measured in pore water, acid 
extracts, and sediments of a 70 m thick vadose zone core.

Although average annual precipitation at the Hanford site is closer to the Yucca Mountain present- 
day climate than the glacial-transition climate, the range in recharge rates from Fayer and Walters 
(1995, Table 4.1), and the range in infiltration rates from Maher et al. (2003), are shown plotted in 
Figure 2.3.1-52 (SNL 2008a, Section 7.2.1.2[a], Figure 7.2.1.2-4[a]) because the Hanford site is 
located in eastern Washington, like the analogue sites of Spokane, Rosalia, and St. John, 
Washington, which were selected to represent the upper glacial-transition climate.

2.3.1.3.4.2.3 Corroboration of MASSIF Model Results with Other Alternative 
Mathematical Model Results

As discussed previously, there are no site-specific measurements of net infiltration that can be used 
for model validation. An alternative model approach was used as part of the post-development 
validation for the MASSIF model. The approach consists of corroborating model results with other 
model results obtained from the implementation of mathematical models. The alternative model 
considered is a one-dimensional unsaturated flow model based on the Richards equation. The 
computer code HYDRUS 1D (Simunek et al. 2005) was used to perform the simulations. The 
summary of this validation study is provided below. The details concerning modeling setup and 
supporting calculations are in Simulation of Net Infiltration for Present-Day and Potential Future 
Climates (SNL 2008a, Appendix K).

Four model scenarios were implemented with both MASSIF and HYDRUS 1D in this validation 
analysis (Figure 2.3.1-53 (SNL 2008a, Section 7.2.2[a], Figure 7.2.2-1[a])). The four model 
scenarios represent one-dimensional homogeneous soil columns that are identical except for the 
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depth of soil and roots in each column. Model 1 had a depth of soil and roots of 50 cm. This depth 
increased by 50 cm in each subsequent model. The plant rooting depth was assumed to be equal to 
the soil depth. The simulations were performed for one water year (365 days).

It was anticipated that significant net infiltration would be generated in the case of model 1 (thin 
soils) and negligible or zero net infiltration would be generated in the case of the model 4 (thick 
soils). This is consistent with the Yucca Mountain site conceptual model, according to which most 
infiltration occurs in the places where soils are thin or absent (bedrock outcrops). The validation can 
be considered successful if the cumulative net infiltration estimates obtained with MASSIF and 
HYDRUS 1D are similar.

A typical comparison between the water storage and cumulative net infiltration calculated by 
MASSIF and HYDRUS 1D for the models is presented in Figure 2.3.1-54 (SNL 2008a,
Section 7.2.2[a], Figure 7.2.2-3a[a]). A typical comparison between the annual values of the water 
balance components is presented in Figure 2.3.1-55 (SNL 2008a, Section 7.2.2[a], 
Figure 7.2.2-4a[a]). The summary of these results is in Table 2.3.1-26 (SNL 2008a,
Section 7.2.2[a], Table 7.2.2-1[a]).

Comparison of the two data sets resulted in the following conclusions:

• The simplified water balance approach used in MASSIF produces annual net infiltration 
estimates that are very close to the estimates obtained with a physics based model, such as 
HYDRUS 1D.

• MASSIF is capable of reproducing the same timing of the net infiltration events as 
HYDRUS 1D. This means that the important physical processes resulting in net 
infiltration are adequately represented in MASSIF.

• The other water balance components, such as annual actual evapotranspiration and annual 
runoff, are in good agreement with the HYDRUS 1D estimates as well.

• The mean root squared difference between the daily storage value calculated by MASSIF 
and HYDRUS 1D was in the range from 9 to 33 mm, which corresponds to 2% to 7% of 
the annual precipitation.

2.3.1.3.4.3 Model Abstraction

The results of the climate and infiltration analyses described in Section 2.3.1 are transferred to 
downstream models by providing (1) the range of timing of climate change from present-day to 
monsoon, and from monsoon to glacial-transition climates; and (2) a set of four maps for each of the 
present-day, monsoon, and glacial-transition climates, showing areally distributed infiltration, and 
the prior weightings of those four maps.

The results from both the future climate analysis and the infiltration model are abstracted directly 
or indirectly into the site-scale unsaturated zone flow model, which, in turn, inputs 
three-dimensional unsaturated zone flow fields directly to the TSPA. For the infiltration model, 
characteristics of precipitation and air temperature for the lower-bound and upper-bound monsoon 
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and glacial-transition climate scenarios were determined by the climate analysis (BSC 2004a) and 
represented by present-day analogue meteorological sites. Precipitation and temperature records 
from the analogue sites were used directly to develop the daily climate input for the infiltration 
model. For each future climate state (monsoon and glacial-transition), at least two analogue sites 
were identified to represent the upper-bound and lower-bound scenarios, and multiple simulations 
were averaged (weighted on the basis of the occurrence of mean annual precipitation) for all model 
grid cells to obtain a single net infiltration estimate for each scenario (SNL 2008a, Sections 6.5.7[a], 
6.5.1.4, and 6.5.1.5).

The climate analysis (BSC 2004a) also provides the range of timing of climate change over the next 
10,000 years. The next 600 years are forecast to continue with present-day climate conditions. For 
the subsequent 1,400 years, a warmer and much wetter monsoon climate is forecast, which has 
approximately 60% greater average annual precipitation (Tables 2.3.1-2 and 2.3.1-3). The 
remainder of the 10,000 year period is forecast to experience a glacial transition climate that is 
wetter and cooler than the present-day and monsoon climates. Average precipitation during this 
glacial-transition climate state is slightly higher than during the monsoon climate
(Section 2.3.1.2.3).

A set of four net infiltration maps for each of the present-day, monsoon, and glacial-transition 
climates (a total of 12 maps), showing areally distributed infiltration, and representing the 10th, 
30th, 50th, and 90th percentile of infiltration, were developed. The prior weightings of these four 
maps are uniform, such that the weights are 0.2, 0.2, 0.3, and 0.3 for the 10th, 30th, 50th, and 
90th percentile infiltration maps, respectively. The prior weightings for the four maps representing 
the present-day climate were adjusted for analysis of deep percolation in the unsaturated zone using 
calibration and validation datasets that were applied to present-day and future climates, as described 
in Section 2.3.2. This adjusted weighting scheme was used by the TSPA.

For the site-scale unsaturated zone flow model, 12 mapped distributions of net infiltration rates from 
the infiltration model (using the new weightings) were input as infiltration boundary conditions. 
Using these boundary conditions, the site-scale unsaturated zone flow model generated 
12 base-case, three-dimensional flow fields, representing the range of estimated net infiltration for 
the present-day, monsoon, and glacial-transition climates. These flow fields, along with four others 
representing the post-10,000-year period, were used as primary input to the TSPA. The NRC has 
proposed revisions to 10 CFR Part 63 that specify how post 10,000-year percolation is to be 
modeled. This is presented in Section 2.3.2. Given this proposed regulation, there is no need to 
evaluate the post 10,000-year climate or net infiltration.

2.3.1.4 Conclusions

The climate analysis and infiltration model described in this section include features and processes 
that contribute to the capability of the Upper Natural Barrier, as described in Section 2.1.2.1. 
Some features and processes make significant contributions to the overall capability of the Upper 
Natural Barrier. Features that are important include the following:

• Surface Runoff and Evapotranspiration—Surface water runoff can remove significant 
amounts of water from the water balance. The quantification of evapotranspiration 
accounts for the spatial distribution of plants and the annual cycle of water use by plants.
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• Rock Properties of Host Rock and Other Units—Rock properties of surficial bedrock, 
including bulk permeability, which affect the rate of water movement below the 
soil–bedrock contact.

• Topography and Morphology—Surficial topography, which affects the amount of 
runoff of precipitation events, with steeper slopes having more runoff and less infiltration 
than more gentle slopes.

• Fractures—Open fractures in the bedrock will tend to increase the bedrock effective 
hydraulic conductivity and result in an increased rate of net infiltration into the 
subsurface. However, a lower effective conductivity of the bedrock will tend to increase 
water storage in the surficial soil and increase the effectiveness of runoff and 
evapotranspiration, thereby reducing the rate of net infiltration into the subsurface.

Processes that make important contributions include the following:

• Climate Change—Future climate change, which affects the amount and timing of 
precipitation.

• Climate Modification Increases Recharge—Future climate changes affect the amount 
and timing of precipitation, as well as temperature, humidity, and vegetation, all of which 
affect evapotranspiration and net infiltration.

• Precipitation—The temporal and spatial distribution of precipitation, which affects the 
amount of water potentially available to run off, evaporate, transpire, or infiltrate.

• Infiltration and Recharge—These processes are the net result of all processes related to 
net infiltration and the availability of water for percolation through the unsaturated zone.

• Fracture Flow in the Unsaturated Zone—Fracture flow in the bedrock beneath the 
surficial soil affects the rate of water movement below the soil–bedrock contact, 
especially in areas of thin soils. The rate of water flow in fractures at the soil–bedrock 
interface is influenced by fracture properties such as fracture frequency and permeability. 

Uncertainties Associated with Climate and Infiltration Features and Processes that 
Contribute to Performance of the Upper Natural Barrier—Uncertainty in forecasting future 
climate states for the next 10,000 years is related to both interpretation of paleoclimate data and 
selection of analogue meteorological sites to represent future climate conditions. There is also 
uncertainty in the selection of average sediment accumulation rates, which are used to project the 
duration of present-day and monsoon climate states.

There are significant uncertainties in boundary conditions related to precipitation estimates using 
synthetic datasets. There are additional uncertainties in geospatial properties, including soil depth, 
soil and bedrock hydraulic properties, and vegetation properties (including rooting depths).

Uncertainties related to the extent of data describing site-specific conditions at Yucca Mountain are 
captured by the range of variation and resulting uncertainty in infiltration estimates. The calculation 
— —
2.3.1-90



DOE/RW-0573, Rev. 0Yucca Mountain Repository SAR Docket No. 63–001
of 40 infiltration estimates via the Latin Hypercube sampling for each of the three climate states 
explicitly incorporates these uncertainties. The net infiltration averages of the 40 infiltration maps 
for each of the present-day, monsoon, and glacial-transition climates are generally considered to be 
conservative estimates of net infiltration for these three climates, based on the factors listed above, 
and based on the comparisons of MASSIF results to other published models shown in 
Figure 2.3.1-48.

Despite uncertainties in the climate and infiltration analyses, the abstractions of the range in timing 
of climate change, and the four average annual net infiltration maps representing the 10th, 30th, 
50th, and 90th percentile maps for each climate, with associated prior weightings, are sufficient for 
the TSPA. This is because the range of timing of climate change is small compared to the total length 
of the glacial-transition period, and the post-10,000-year period, and because the prior weights of 
the infiltration maps are adjusted as described in Section 2.3.2.4.1.2.4.5. In addition, uncertainties 
in the spatial distribution of net infiltration are not considered to be significant given the damping 
and homogenizing of downward-moving transient pulses by the Paintbrush nonwelded 
hydrogeologic (PTn) unit.

Key Conservatisms in Models Used to Assess Barrier Capability—Several conservative 
assumptions may influence the capability of the uppermost component of the Upper Natural Barrier. 
The consequence of these assumptions is a model that generally predicts greater net infiltration into 
the unsaturated zone at Yucca Mountain than is indicated by other large-scale net infiltration 
models. For example, most of the comparable net infiltration (or recharge) models generally predict 
less infiltration than MASSIF (Section 2.3.1.3.4.2.2).

Because of conservatism in the treatment of parameter uncertainties and simplifying assumptions 
made in modeling infiltration processes, MASSIF model results are expected to predict greater net 
infiltration when compared to the other large-scale net infiltration models discussed in 
Section 2.3.1.3.4.2.2. Key aspects of MASSIF that likely contribute to the conservative assessment 
of net infiltration are: (1) soil depth of the shallow depth class; (2) soil water holding capacity; 
(3) bedrock Ksat; and (4) the lack of a mechanism to remove water from bedrock (i.e., via plant 
roots). Soil depth of the shallow soil depth class is the most sensitive parameter in the net infiltration 
model, and the range of uniform upscaled values of 0.1 to 0.5 m is conservative 
(Section 2.3.1.3.2.1.3). Soil water holding capacity inputs are generally lower than field data, which 
adds to model conservatism (Section 2.3.1.3.2.1.3). Bedrock Ksat inputs are considered to be higher 
than actual values based on comparison with data from Alcove 1 which adds to model conservatism 
(Section 2.3.1.3.2.1.4). The lack of a mechanism to remove water from bedrock is also a 
conservative feature of the net infiltration model. With respect to the tendency to underestimate the 
spatial variability of net infiltration, uncertainty in soil Ksat is likely to be the most significant 
uncertainty, but this uncertainty has little effect on the spatial average of net infiltration (SNL 2008a, 
Section 7.1.3.1).

Summary of Consistency Between TSPA Model Abstractions and Process Models—The 
TSPA model directly incorporates the results of the net infiltration model through the use of 
12 flow fields representing the spatially distributed range of net infiltration fluxes at the top of the 
unsaturated zone for each of the three pre-10,000-year future climates states (present-day, 
monsoon, and glacial-transition) (Section 2.3.2). Other models that support the TSPA 
(Figure 2.3.1-2) are consistent with the net infiltration model in several important ways. For 
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example, the effects of future climate changes are propagated consistently through the unsaturated 
flow model, multiscale thermal-hydrologic model and unsaturated zone transport abstraction
models.

Summary of Key Outputs Parameters Provided to the TSPA—Outputs from the climate 
analysis are the timing, duration, and characteristics of the three climate states expected to affect 
Yucca Mountain for the next 10,000 years. The infiltration model provides the spatially varying 
net infiltration maps for each of the three climate states: present-day, monsoon, and 
glacial-transition. Uncertainty in infiltration is incorporated through development of 
40 infiltration maps for each of the three climate states resulting in the selection of the 10th, 30th, 
50th, and 90th percentile infiltration maps that serve as the upper boundary condition for the 
site-scale unsaturated zone flow model, that is described in Section 2.3.2.4.1.2.4.5. The prior 
weights for these maps are 20%, 20%, 30%, and 30%, respectively. The flow fields generated by 
the site-scale unsaturated zone flow model are implemented sequentially in the TSPA over the 
three modeled periods: present-day conditions for the first 600 years; 1,400 subsequent years of a 
monsoon climate; and a glacial-transition climate for the remainder of the 10,000 years. For the 
post-10,000 year period, the NRC has specified a constant percolation flux distribution. 
Section 2.4.1 describes the implementation and integration of these outputs into the TSPA, and 
Figure 2.3.1-2 portrays the information transfer within the TSPA.

Duration of climate states are also provided to the three-dimensional and one-dimensional saturated 
zone flow and transport models described in Section 2.3.9. In addition, the infiltration model 
provides the net infiltration flux as part of the basis for scaling groundwater flux for the future 
climate states in the saturated zone transport submodel used in the TSPA (Section 2.4.2.3.2.1.10).
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Table 2.3.1-1.  Features, Events, and Processes Addressed in Climate and Infiltration 

FEP Number and 
FEP Name FEP Description Summary of Technical Basis and Approach for FEP Inclusion

1.2.02.01.0A 
Fractures

Groundwater flow in 
the Yucca Mountain 
region and transport of 
any released 
radionuclides may take 
place along fractures. 
The rate of flow and 
the extent of transport 
in fractures are 
influenced by 
characteristics such as 
orientation, aperture, 
asperity, fracture 
length, connectivity, 
and the nature of any 
linings or infills.

The effects of fractures are also included in the treatment of bulk 
bedrock permeability used in the infiltration uncertainty for TSPA 
(BSC 2006b; SNL 2008a). Infiltration uncertainty is represented 
through 40 discrete infiltration maps of which four (10th, 30th, 50th, 
and 90th percentile) are selected to be sampled in TSPA according 
to weighting factors determined in the unsaturated zone flow 
analysis. (SNL 2007, Section 6.8.5). Fractures are included in the 
infiltration uncertainty analysis by incorporation of the fracture 
parameters for bedrock permeability distributions that are sampled 
as part of the assessment of infiltration uncertainty. The 
uncertainties for these parameters are described in Simulation of 
Net Infiltration for Present-Day and Potential Future Climates (SNL 
2008a, Section 6.6) and in Section 2.3.1.3.3.2. These uncertainties 
are propagated through the net infiltration model and so are 
implicitly included in the output (weighting factors) passed to TSPA.

1.3.01.00.0A 
Climate change

Climate change may 
affect the long-term 
performance of the 
repository. This 
includes the effects of 
long-term change in 
global climate 
(e.g., glacial–interglaci
al cycles) and 
shorter-term change in 
regional and local 
climate. Climate is 
typically characterized 
by temporal variations 
in precipitation and 
temperature. 

Global climate change is addressed in TSPA using a climate 
analysis based on the record of climate changes in the past, which is 
used to forecast the expected changes in climate for the future. The 
climate analysis is incorporated into TSPA through unsaturated 
zone flow fields which are calculated using different surface-water 
infiltration maps as a result of different climates (SNL 2007, Section 
6.8.5) which correspond to three distinct future climate states: 
present-day, monsoon, and glacial-transition (Section 2.3.1.2.3.1.1). 
For the post-10,000 year period, a percolation flux is specified as 13 
to 64 mm/yr in accordance with proposed 10 CFR 63.342(c)(2).

Future climate conditions are addressed in the net infiltration model 
(SNL 2008a, Sections 6.5.1.4 and 6.5.1.5) through the selection of 
analogues at other locations with present-day climates 
representative of the range of future climate conditions at Yucca 
Mountain (BSC 2004a, Section 6.6). The meteorological data from 
these analogues are then used for modeling infiltration under future 
climate conditions at Yucca Mountain. A description of the modeling 
methods used for infiltration and of how infiltration is affected by 
climate is given in Simulation of Net Infiltration for Modern and 
Potential Future Climates (SNL 2008a, Section 6.3) and 
Section 2.3.1.3.3.1.2. The results of the net infiltration model are 
then used for computing unsaturated zone flow throughout the 
unsaturated zone flow model domain, which includes the repository 
waste emplacement zone. The site-scale unsaturated zone flow 
model uses the infiltration results as upper-boundary conditions for 
site-scale unsaturated zone flow calculations. (SNL 2007, Section 
6.8.5). The unsaturated zone flow fields are used directly in TSPA.
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1.4.01.01.0A 
Climate 
modification 
increases 
recharge

Climate modification 
causes an increase in 
recharge in the Yucca 
Mountain region. 
Increased recharge 
might lead to 
increased flux through 
the repository, perched 
water, or water table 
rise.

The effects of climate changes on unsaturated zone flux through the 
repository are incorporated through the explicit simulations of 
unsaturated zone weighted flow fields corresponding to the 10th, 
30th, 50th, and 90th percentile infiltrations of three distinct climates: 
present-day, monsoon, and glacial-transition (Section 2.3.1.3.3.1.2). 
The initial value of the relative weights for these four cases are 0.2, 
0.2, 0.3, and 0.3, for the 10th, 30th, 50th, and 90th percentile maps, 
respectively. The values of these weights are adjusted as part of the 
unsaturated zone model calibration activities based on thermal and 
chloride data at depth, and described in Section 2.3.2.

2.2.03.02.0A  
Rock properties of 
host rock and 
other units

Physical properties 
such as porosity and 
permeability of the 
relevant rock units, 
soils, and alluvium are 
necessary for the 
performance 
assessment. Possible 
heterogeneities in 
these properties 
should be considered. 
Questions concerning 
events and processes 
that may cause these 
physical properties to 
change over time are 
considered in other 
FEPs.

Rock properties are defined for each of the stratigraphic units 
(layers) classified in the geological framework model, which is 
further developed into a model grid for the site-scale unsaturated 
zone flow model. Heterogeneity is modeled in terms of the sequence 
of hydrogeologic units and discrete faults. Therefore, rock properties 
are implicitly embedded in the TSPA through the output flow fields, 
with site-scale layering and faults explicitly taken into account. At the 
drift scale, the effects of rock heterogeneity on seepage are explicitly 
modeled through the use of geostatistical data constrained by field 
measurements of permeability and by seepage tests (Section 2.3.3).

The effects of rock properties are also included in the treatment of 
infiltration uncertainty for TSPA (SNL 2008a). Infiltration uncertainty 
is represented through 40 discrete infiltration maps of which 4 are 
selected to be sampled in TSPA according to weighting factors 
developed in the unsaturated zone flow model. Rock properties are 
included through the fracture parameters of bedrock permeability. 
The uncertainties for these parameters are described in Simulation 
of Net Infiltration for Present-Day and Future Climates (SNL 2008a, 
Section 6.6). The uncertainties are propagated through the net 
infiltration model and so are implicitly included in the output 
(weighting factors) passed to TSPA. Heterogeneities in these 
properties are included in the input used in the analysis reported in 
Simulation of Net Infiltration for Present-Day and Potential Future 
Climates (SNL 2008a, Section 6.5.7[a]) and in Section 2.3.1.3.2.

2.2.07.08.0A 
Fracture flow in 
the UZ

Fractures or other 
analogous channels 
may act as conduits for 
fluids to move into the 
subsurface to interact 
with the repository and 
as conduits for fluids to 
leave the vicinity of the 
repository and be 
conducted to the 
saturated zone. Water 
may flow through only 
a portion of the fracture 
network, including flow 
through a restricted 
portion of a given 
fracture plane.

The hydrologic characteristics of the surficial soils above the 
repository are significant in affecting the amount of net infiltration 
following a precipitation event. Fracture flow in the bedrock beneath 
the surficial soils affects the rate of water movement below the soil 
and bedrock contact, especially in areas of thin soils. Fractures are 
included in the infiltration uncertainty analysis by incorporation of the 
fracture parameters for bedrock permeability distributions that are 
sampled as part of the assessment of infiltration uncertainty. The 
uncertainties for these parameters are described in Simulation of 
Net Infiltration for Present-Day and Potential Future Climates (SNL 
2008a, Section 6.6) and in Section 2.3.1.3.3.2. These uncertainties 
are propagated through the net infiltration model and so are 
implicitly included in the output (weighting factors) passed to TSPA. 

Table 2.3.1-1.  Features, Events, and Processes Addressed in Climate and Infiltration (Continued)

FEP Number and 
FEP Name FEP Description Summary of Technical Basis and Approach for FEP Inclusion
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2.3.01.00.0A 
Topography and 
morphology

This FEP is related to 
the topography and 
surface morphology of 
the disposal region. 
Topographical features 
include outcrops and 
hills, water-filled 
depressions, wetlands, 
recharge areas, and 
discharge areas. 
Topography, 
precipitation, and 
surficial permeability 
distribution in the 
system will determine 
the flow boundary 
conditions (i.e., 
location and amount of 
recharge and 
discharge in the 
system).

Topographical features, precipitation, and surficial permeability 
distribution are incorporated into the infiltration model (SNL 2008a). 
Topographical features are captured in the net infiltration model 
using digital elevation data. The impacts of topography and 
morphology on preferential flow and percolation in the unsaturated 
zone are incorporated into the TSPA through the unsaturated zone 
weighted flow fields that use the net infiltration model results (with 
initial weights) as upper boundary conditions (Section 2.3.1.1).

The effects of rock properties are also included in the treatment of 
infiltration uncertainty. Infiltration uncertainty is represented through 
40 discrete infiltration maps of which 4 are sampled in TSPA 
according to weighting factors determined in the unsaturated zone 
flow analysis. Precipitation and the surficial permeability 
distributions are captured in the uncertainty analysis via a Monte 
Carlo method. The uncertainty in surficial permeability and 
precipitation is captured in the four infiltration maps selected as 
boundary conditions of the unsaturated zone flow model for each 
climate state.

2.3.11.01.0A 
Precipitation

Precipitation is an 
important control on 
the amount of 
infiltration, flow in the 
unsaturated zone, 
seepage into the 
repository, and 
groundwater recharge. 
It transports solutes 
with it as it flows 
downward through the 
subsurface or escapes 
as runoff. Precipitation 
influences agricultural 
practices of the 
receptor. The amount 
of precipitation 
depends on climate.

Precipitation affects the net infiltration. These effects are captured in 
the net infiltration map outputs used as a boundary condition for the 
site-scale unsaturated zone flow models. Flow fields developed for 
use in TSPA using the site-scale unsaturated zone flow model 
include the effects of precipitation and changes of precipitation 
under future climate conditions and associated uncertainty.

The effects of precipitation are also included in the treatment of 
infiltration uncertainty. Infiltration uncertainty is represented through 
40 discrete infiltration maps of which 4 (at the 10th, 30th, 50th, and 
90th percentiles) are sampled in TSPA according to weighting 
factors determined by the unsaturated zone flow analysis. 
Precipitation is incorporated in the infiltration uncertainty analysis 
through the Monte Carlo sampling.

Table 2.3.1-1.  Features, Events, and Processes Addressed in Climate and Infiltration (Continued)

FEP Number and 
FEP Name FEP Description Summary of Technical Basis and Approach for FEP Inclusion
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2.3.11.02.0A 
Surface runoff and 
evapotranspiration

Surface water runoff 
and evapotranspiration 
are components in the 
water balance, 
together with 
precipitation, 
infiltration, and change 
in soil water storage. 
Surface runoff 
produces erosion, and 
can feed washes, 
arroyos, and 
impoundments, where 
flooding may lead to 
increased recharge. 
Evapotranspiration 
removes water from 
soil and rock by 
evaporation and 
transpiration via plant 
root water uptake.

Surface runoff and evapotranspiration affect net infiltration. These 
effects are captured in the net infiltration map outputs used as 
boundary conditions for the site-scale unsaturated zone flow model. 
Flow fields developed for use in TSPA using the site-scale 
unsaturated zone flow model include the effects of precipitation and 
changes in precipitation under future climate conditions and 
associated uncertainty.

The effects of surface runoff and evapotranspiration are 
incorporated in the infiltration model as part of the daily water 
balance. It is incorporated implicitly by inclusion of uncertainty as a 
component of the water balance at each grid cell in the net 
infiltration model and is indirectly included in the calculation of the 
weighting factors, which are passed to TSPA by the unsaturated 
zone flow analysis.

2.3.11.03.0A 
Infiltration and 
recharge

Infiltration into the 
subsurface provides a 
boundary condition for 
groundwater flow in 
the unsaturated zone. 
The amount and 
location of the 
infiltration influences 
the amount of seepage 
entering the drifts; and 
the amount and 
location of recharge 
influences the height of 
the water table, the 
hydraulic gradient, and 
therefore specific 
discharge. Different 
sources of infiltration 
could change the 
composition of 
groundwater passing 
through the repository. 
Mixing of these waters 
with other 
groundwaters could 
result in mineral 
precipitation, 
dissolution, and altered 
chemical gradients in 
the subsurface.

The hydrologic effects of infiltration and recharge are included in the 
infiltration model (see FEP 1.3.01.00.0A). The infiltration model 
includes the effects of seasonal and climate variations, climate 
change, soil and bedrock hydraulic and storage parameters, surface 
water runoff, and site topology (e.g., hillslopes and washes). The 
time dependence of infiltration results is linked to the timing of 
climate change (FEP 1.3.01.00.0A). This is incorporated into the 
TSPA through the unsaturated zone flow fields that use the net 
infiltration model results as upper boundary conditions. Infiltration 
uncertainty is documented in Simulation of Net Infiltration of 
Present-Day and Future Climates (SNL 2008a, Section 6.6). TSPA 
includes three distinct climate regimes: present-day, monsoon, and 
glacial-transition. Each climate regime was characterized using 40 
infiltration rate maps, of which 4 are selected (10th, 30th, 50th, and 
90th percentiles) to represent the range of outcomes. The initial 
value of the relative weights of the 40 maps per climate are 
equivalent such that each map has an equal probability of 
occurrence. The initial value of the relative weights for the four 
selected maps are 0.2, 0.2, 0.3, and 0.3 for the 10th, 30th, 50th, and 
90th percentile realizations, respectively. The values of these 
weights are adjusted as part of the unsaturated zone model 
calibration activities described in Section 2.3.2.

Table 2.3.1-1.  Features, Events, and Processes Addressed in Climate and Infiltration (Continued)
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Table 2.3.1-2. Statistics and Selected Percentiles for Present-Day Average Net Infiltration [mm/yr] 
Results 

Present Day
Climate Domain

R1
(mm/yr)

R2
(mm/yr)

R1 and R2
(mm/yr)

Precipitation
(mm/yr)

Minimum [mm/yr] Infiltration Modeling Domain (125 km2) 2.0 3.1 2.0 133.6

UZ Modeling Domain (39.8 km2) 1.4 2.1 1.4 —

Repository footprint (5.7 km2) 1.5 1.9 1.5 —

10th Percentile Infiltration Modeling Domain (125 km2) — 3.9 — 144.1

30th Percentile Infiltration Modeling Domain (125 km2) — 7.3 — 160.6

Mean [mm/yr] Infiltration Modeling Domain (125 km2) 13.4 15.2 14.3 173.6

UZ Modeling Domain (39.8 km2) 14.0 15.7 14.9 —

Repository footprint (5.7 km2) 16.7 18.6 17.6 —

Median [mm/yr] Infiltration Modeling Domain (125 km2) 11.4 13.7 12.9 176.3

UZ Modeling Domain (39.8 km2) 12.0 12.7 12.3 —

Repository footprint (5.7 km2) 14.9 14.0 14.5 —

50th Percentile Infiltration Modeling Domain (125 km2) — 13.0 — 189.3

90th Percentile Infiltration Modeling Domain (125 km2) — 26.7 — 212.7

Maximum [mm/yr] Infiltration Modeling Domain (125 km2) 28.8 35.4 35.4 222.0

UZ Modeling Domain (39.8 km2) 32.2 40.3 40.3 —

Repository footprint (5.7 km2) 38.6 48.2 48.2 —

Standard Deviation 
[mm/yr] 

Infiltration Modeling Domain (125 km2) 8.3 9.5 8.8 25.4

UZ Modeling Domain (39.8 km2) 9.5 11.2 10.3 —

Repository footprint (5.7 km2) 11.5 13.6 12.5 —

NOTE: The Repository footprint refers to a 2002 version of the footprint rather than the 2007 footprint. The 
difference between these footprints is small, and the difference in average annual net infiltration between 
these footprints is insignificant. 
R1 = Replicate #1; R2 = Replicate #2; UZ = unsaturated zone.

Source: SNL 2008a, Section 6.5.7.1[a], Combined Tables 6.5.7.1-1[a], 6.5.7.1-2[a], and 6.5.7.1-3[a]).
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Table 2.3.1-3.  Statistics and Selected Percentiles for Monsoon Average Net Infiltration [mm/yr] Results 

Monsoon Climate Domain
R1

(mm/yr)
R2

(mm/yr)
R1 and R2

(mm/yr)
Precipitation

(mm/yr)

Minimum [mm/yr] Infiltration Modeling Domain (125 km2) 3.0 2.4 2.4 132.1

UZ Modeling Domain (39.8 km2) 1.9 1.2 1.2 —

Repository footprint (5.7 km2) 2.0 1.2 1.2 —

10th Percentile Infiltration Modeling Domain (125 km2) 6.3 — — 206.5

30th Percentile Infiltration Modeling Domain (125 km2) — 14.4 — 150.7

Mean [mm/yr] Infiltration Modeling Domain (125 km2) 23.5 27.6 25.5 275.2

UZ Modeling Domain (39.8 km2) 25.4 29.8 27.6 —

Repository footprint (5.7 km2) 30.5 35.3 32.9 —

Median [mm/yr] Infiltration Modeling Domain (125 km2) 23.3 20.4 22.8 274.8

UZ Modeling Domain (39.8 km2) 24.7 22.4 23.8 —

Repository footprint (5.7 km2) 29.3 27.1 28.4 —

50th Percentile Infiltration Modeling Domain (125 km2) 22.9 — — 240.8

90th Percentile Infiltration Modeling Domain (125 km2) 52.6 — — 310.2

Maximum [mm/yr] Infiltration Modeling Domain (125 km2) 52.6 83.4 83.4 484.7

UZ Modeling Domain (39.8 km2) 61.3 85.4 85.4 —

Repository footprint (5.7 km2) 74.5 95.3 95.3 —

Standard Deviation 
[mm/yr]

Infiltration Modeling Domain (125 km2) 14.9 21.1 18.2 78.0

UZ Modeling Domain (39.8 km2) 17.1 22.8 20.0 —

Repository footprint (5.7 km2) 20.4 26.2 23.3 —

NOTE: The Repository footprint refers to a 2002 version of the footprint rather than the 2007 footprint. The 
difference between these footprints is small, and the difference in average annual net infiltration between 
these footprints is insignificant. 
R1 = Replicate #1; R2 = Replicate #2; UZ = unsaturated zone.

Source: SNL 2008a, Section 6.5.7.2[a], Combined Tables 6.5.7.2-1[a], 6.5.7.2-2[a], and 6.5.7.2-3[a]).
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Table 2.3.1-4. Statistics and Selected Percentiles for Glacial-Transition Average Net Infiltration [mm/yr] 
Results 

Glacial-Transition
Climate Domain

R1
(mm/yr)

R2
(mm/yr)

R1 and R2
(mm/yr)

Precipitation
(mm/yr)

Minimum [mm/yr] Infiltration Modeling Domain (125 km2) 6.6 13.2 6.6 169.8

UZ Modeling Domain (39.8 km2) 4.2 8.0 4.2 —

Repository footprint (5.7 km2) 4.0 8.5 4.0 —

10th Percentile Infiltration Modeling Domain (125 km2) — 13.2 — 271.7

30th Percentile Infiltration Modeling Domain (125 km2) — 22.8 — 264.8

Mean [mm/yr] Infiltration Modeling Domain (125 km2) 30.8 29.2 30.0 283.4

UZ Modeling Domain (39.8 km2) 29.7 27.8 28.8 —

Repository footprint (5.7 km2) 39.9 37.5 38.7 —

Median [mm/yr] Infiltration Modeling Domain (125 km2) 28.5 28.1 28.5 291.5

UZ Modeling Domain (39.8 km2) 28.0 25.4 27.5 —

Repository footprint (5.7 km2) 38.6 35.9 38.6 —

50th Percentile Infiltration Modeling Domain (125 km2) 28.6 — — 223.1

90th Percentile Infiltration Modeling Domain (125 km2) — 47.0 — 286.6

Maximum [mm/yr] Infiltration Modeling Domain (125 km2) 64.7 56.2 64.7 379.3

UZ Modeling Domain (39.8 km2) 70.9 61.0 70.9 —

Repository footprint (5.7 km2) 97.3 81.7 97.3 —

Standard Deviation 
[mm/yr]

Infiltration Modeling Domain (125 km2) 14.3 12.1 13.1 50.6

UZ Modeling Domain (39.8 km2) 16.5 14.2 15.2 —

Repository footprint (5.7 km2) 23.3 19.5 21.2 —

NOTE: The Repository footprint refers to a 2002 version of the footprint rather than the 2007 footprint. The 
difference between these footprints is small, and the difference in average annual net infiltration between 
these footprints is insignificant. 
R1 = Replicate #1; R2 = Replicate #2; UZ = unsaturated zone.

Source: SNL 2008a, Section 6.5.7.3[a], Combined Tables 6.5.7.3-1[a], 6.5.7.3-2[a], and 6.5.7.3-3[a]).
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Table 2.3.1-5.  Data Sets Used in the Climate Analysis 

Source

Duration of 
Data Available 

(years)

Duration of Data 
Used in Climate 
Analysis (years) Purpose

Radiometric dating and 
δ18O data from a calcite 
core at Devils Hole, 
Nevadaa

507,900 425,000b Establish cyclical nature of past climate 
and estimate timing of interglacial and 
glacial periods (Sections 2.3.1.2.1.2.2 
and 2.3.1.2.2.1.1)

Earth-orbital parameters 10,000,000 800,000c Establish 400,000-year repeating orbital 
cycle and timing of interglacial and glacial 
periods (Section 2.3.1.2.1.2.3)

Fish fossil abundance from 
Owens Lake, Californiad

800,000 Not directly used Establish sequence of past climates and 
timing of full glacial periods 
(Sections 2.3.1.2.1.2.4 and 2.3.1.2.2.1.2)

Diatom data from Owens 
Lake, Californiae

500,000 400,000f Establish sequence of past climates 
(Sections 2.3.1.2.1.2.4 and 2.3.1.2.2.1.2) 
Forecast exact timing of future climates 
(Sections 2.3.1.2.2.1.2 and 2.3.1.2.3.1)

Ostracode data from 
Owens Lake, Californiag

400,000 400,000h Establish sequence of past climates 
(Sections 2.3.1.2.1.2.4 and 2.3.1.2.2.1.2) 
Forecast exact timing of future climates 
(Sections 2.3.1.2.2.1.2 and 2.3.1.2.3.1

Source: aLandwehr et al. 1997. 
bBSC 2004a, Section 6.3, Figure 6-3. 
cBSC 2004a, Section 6.4. 
dSmith and Bischoff 1997, p. 121-125. 
eForester et al. 1999. 
fBSC 2004a, Section 6.5. 
gForester et al. 1999. 
hBSC 2004a, Section 6.5 and Figure 6-12.
— —
2.3.1-108



DOE/RW-0573, Rev. 0Yucca Mountain Repository SAR Docket No. 63–001
Table 2.3.1-6. Comparison of Meteorological Characteristics of Yucca Mountain and Climate Analogue 
Sites 

Climate Regime Location

Mean Annual 
Precipitation 

(mm)

Average Minimum
and Maximum 
Temperaturea

(°C)

Present-Day Site 1 183.3 10.7, 22.7

Site 2 191.3 11.9, 20.4

Site 3 207.8 11.4, 21.3

Site 6 212.9  9.0, 21.2

Site 9 110.2 10.8, 25.4

40 MNb 209.0 Not provided

Area 12 (MEDA 12)b 313.0  4.8, 15.2

Cane Springb 197.8 Not provided

Amargosa Farmsb 106.0  9.3, 27.6

4JA (MEDA 26)b 145.0 10.5, 24.6

Monsoon Upper Bound Nogales, Arizona 420.9  5.5, 26.1

Hobbs, New Mexico 404.8  8.7, 24.7

Glacial-Transition Lower Bound Delta, Utah 207.2  1.1, 18.8

Beowawe, Nevada 241.1  -0.3, 17.9

Glacial-Transition Upper Bound Rosalia, Washington 455.1  2.3, 14.5

Spokane, Washington 419.4  2.9, 14.1

St. John, Washington 430.5  2.3, 16.1

NOTE: aThe average minimum and maximum temperatures represent averages across the period of record as 
noted in SNL 2006,Tables 7.1-2 and 7.1-3. 
bFor stations 40MN, Area12, Cane Spring, and 4JA, no temperature data was recorded. For two locations, 
Area12 and 4JA, a nearby NOAA station, designated as MEDA stations were used to obtain representative 
temperature records.

Source: SNL 2006,Tables 7.1-1, 7.1-2 and 7.1-3.
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Table 2.3.1-7. Nominal Values and Uncertainties for Parameters of the Weather Input File for the 
Present-Day Climate 

Parameter 
Symbol Nominal Value Uncertainty Range

Uncertainty 
Distribution Standard Error

a00 0.934 0.924 to 0.944 uniform 0.006

b00,1 0.027 0.027 ± 0.003 normal 0.003

θ00,1 −1.31 radians −1.31 ± 0.09 radians normal 0.09 radians

a10 0.58 0.50 to 0.65 uniform 0.04

b10,1 0.06 0.03 to 0.10 uniform 0.02

θ10,1 −1.5 radians −1.5 ± 0.4 radians normal 0.4 radians

aλ 5.2 mm 4.0 to 6.5 mm uniform 0.7

bλ,1 0.7 mm 0.7 ± 0.2 mm normal 0.2 mm

θλ,1 +2.5 radians +2.5 ± 0.7 radians normal 0.7 radians

am 0.78 mm 0.50 to 1.07 ln mm uniform 0.16 ln mm

bm,1 0.15 mm 0.15 ± 0.04 ln mm normal 0.04 ln mm

θm,1 +2.4 radians +2.4 ± 0.4 radians normal 0.4 radians

αwetmin 9.1°C 8.6°C to 9.6°C uniform 0.3°C

βwetmin 122 days 121 to 124 days uniform 1 day

γwetmin 6.6°C 5.0°C to 8.1°C uniform 0.9°C

αdrymin 9.7°C 9.4°C to 10.0°C uniform 0.2°C

βdrymin 115 days 114 to 116 days uniform 1 day

γdrymin 9.4C 6.9°C to 11.8°C uniform 1.4°C

αwetmax 12.1°C 11.8°C to 12.4°C uniform 0.2°C

βwetmax 117 days 116 to 118 days uniform 1 day

γwetmax 14.8°C 13.9°C to 15.8°C uniform 0.6°C

αdrymax 12.2°C 11.9°C to 12.4°C uniform 0.1°C

βdrymax 110 days 109 to 110 days uniform 0.3 days

γdrymax 20.0°C 19.2°C to 20.7°C uniform 0.4°C

u2(1) 2.36 m/s 2.36 ± 0.03 m/s normal 0.03 m/s

u2(2) 2.67 m/s 2.67 ± 0.04 m/s normal 0.04 m/s

u2(3) 2.84 m/s 2.84 ± 0.03 m/s normal 0.03 m/s

u2(4) 3.22 m/s 3.22 ± 0.04 m/s normal 0.04 m/s
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u2(5) 2.97 m/s 2.97 ± 0.03 m/s normal 0.03 m/s

u2(6) 2.90 m/s 2.90 ± 0.02 m/s normal 0.02 m/s

u2(7) 2.75 m/s 2.75 ± 0.02 m/s normal 0.02 m/s

u2(8) 2.71 m/s 2.71 ± 0.02 m/s normal 0.02 m/s

u2(9) 2.64 m/s 2.64 ± 0.02 m/s normal 0.02 m/s

u2(10) 2.61 m/s 2.61 ± 0.03 m/s normal 0.03 m/s

u2(11) 2.47 m/s 2.47 ± 0.03 m/s normal 0.03 m/s

u2(12) 2.48 m/s 2.48 ± 0.03 m/s normal 0.03 m/s

Source: SNL 2008a, Table F-22.

Table 2.3.1-7. Nominal Values and Uncertainties for Parameters of the Weather Input File for the 
Present-Day Climate (Continued)

Parameter 
Symbol Nominal Value Uncertainty Range

Uncertainty 
Distribution Standard Error
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Table 2.3.1-8. Nominal Values and Uncertainties for Parameters of the Weather Input File for the 
Monsoon Climate 

Parameter 
Symbol Nominal Value Uncertainty Range

Uncertainty 
Distribution Standard Error

a00 0.920 0.896 to 0.944 uniform 0.014

b00,1 0.02 −0.03 to +0.07 uniform 0.03

θ00,1 +2.00 radians +1.74 to +2.25 radians uniform 0.15 radians

a10 0.58 0.50 to 0.67 uniform 0.05

b10,1 −0.02 −0.13 to +0.10 uniform 0.07

θ10,1 +1.8 radians +1.4 to +2.3 radians uniform 0.3 radians

aλ 6.5 mm 4.0 to 9.0 mm uniform 1.4 mm

bλ,1 1.6 mm −1.3 to 4.5 mm uniform 1.7 mm

θλ,1 −1.6 radians −2.0 to −1.1 radians uniform 0.3

am 0.9 mm 0.5 to 1.3 ln mm uniform 0.2 ln mm

bm,1 0.1 mm −0.3 to 0.5 ln mm uniform 0.2 ln mm

θm,1 −1.48 radians −1.78 to −1.17 radians uniform 0.18 radians

αwetmin 9.4°C 8.2°C to 10.5°C uniform 0.7°C

βwetmin 122 days 119 to 124 days uniform 1 day

γwetmin 7.4°C 5.0°C to 9.7°C uniform 1.4°C

αdrymin 10.2°C 9.4°C to 11.0°C uniform 0.5°C

βdrymin 117 days 114 to 120 days uniform 2 days

γdrymin 8°C 5°C to 12°C uniform 2°C

αwetmax 11.4°C 10.5°C to 12.4°C uniform 0.5°C

βwetmax 115 days 112 to 118 days uniform 2 days

γwetmax 18°C 14°C to 22°C uniform 2°C

αdrymax 10.4 8.4°C to 12.4°C uniform 1.2°C

βdrymax 113 days 109 to 117 days uniform 2 days

γdrymax 23°C 19°C to 27°C uniform 2°C

u2(1) 2.36 m/s 2.36 ± 0.03 m/s normal 0.03 m/s

u2(2) 2.67 m/s 2.67 ± 0.04 m/s normal 0.04 m/s

u2(3) 2.84 m/s 2.84 ± 0.03 m/s normal 0.03 m/s

u2(4) 3.22 m/s 3.22 ± 0.04 m/s normal 0.04 m/s
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u2(5) 2.97 m/s 2.97 ± 0.03 m/s normal 0.03 m/s

u2(6) 2.90 m/s 2.90 ± 0.02 m/s normal 0.02 m/s

u2(7) 2.75 m/s 2.75 ± 0.02 m/s normal 0.02 m/s

u2(8) 2.71 m/s 2.71 ± 0.02 m/s normal 0.02 m/s

u2(9) 2.64 m/s 2.64 ± 0.02 m/s normal 0.02 m/s

u2(10) 2.61 m/s 2.61 ± 0.03 m/s normal 0.03 m/s

u2(11) 2.47 m/s 2.47 ± 0.03 m/s normal 0.03 m/s

u2(12) 2.48 m/s 2.48 ± 0.03 m/s normal 0.03 m/s

Source: SNL 2008a, Table F-23.

Table 2.3.1-8. Nominal Values and Uncertainties for Parameters of the Weather Input File for the 
Monsoon Climate (Continued)

Parameter 
Symbol Nominal Value Uncertainty Range

Uncertainty 
Distribution Standard Error
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Table 2.3.1-9. Nominal Values and Uncertainties for Parameters of the Weather Input File for the Glacial 
Transition Climate 

Parameter 
Symbol Nominal Value Uncertainty Range

Uncertainty 
Distribution Standard Error

a00 0.84 0.78 to 0.89 uniform 0.03

b00,1 0.066 0.028 to 0.104 uniform 0.02

θ00,1 −1.12 radians −1.12 ± 0.010 radians normal 0.010 radians

a10 0.54 0.47 to 0.62 uniform 0.04

b10,1 0.07 0.02 to 0.11 uniform 0.03

θ10,1 −0.93 radians −0.93 ± 0.84 radians normal 0.84 radians

aλ 3.8 mm 3.1 to 4.5 mm uniform 0.4 mm

bλ,1 0.6 mm 0.1 to 1.0 mm uniform 0.3 mm

θλ,1 — −π to π radians uniform —

am 0.70 mm 0.48 to 0.92 ln mm uniform 0.13 ln mm

bm,1 0.12 mm 0.08 to 0.16 ln mm uniform 0.02 ln mm

θm,1 — −π to π radians uniform —

αwetmin 8.4°C 6.3°C to 10.4°C uniform 1.2°C

βwetmin DOY 116  DOY 114 to 118 uniform 1 day

γwetmin 2.6°C 1.2°C to 3.9°C uniform 0.8°C

αdrymin 9.6°C 7.5°C to 11.6°C uniform 1.2°C

βdrymin DOY 111 DOY 106 to 116 uniform 3 days

γdrymin 0.9°C 0.8°C to 2.6°C uniform 1.0°C

αwetmax 11.8°C 10.1°C to 13.4°C uniform 1.0°C

βwetmax DOY 113 DOY 111 to 115 uniform 1 day

γwetmax 13.8°C 11.7°C to 15.9°C uniform 1.2°C

αdrymax 14.4°C 13.8°C to 15.0°C uniform 0.3°C

βdrymax DOY 114 DOY 112 to 117 uniform 1 day

γdrymax 17.1°C 14.6°C to 19.6°C uniform 1.4°C

u2(1) 2.36 m/s 2.36 ± 0.03 m/s normal 0.03 m/s

u2(2) 2.67 m/s 2.67 ± 0.04 m/s normal 0.04 m/s

u2(3) 2.84 m/s 2.84 ± 0.03 m/s normal 0.03 m/s

u2(4) 3.22 m/s 3.22 ± 0.04 m/s normal 0.04 m/s
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u2(5) 2.97 m/s 2.97 ± 0.03 m/s normal 0.03 m/s

u2(6) 2.90 m/s 2.90 ± 0.02 m/s normal 0.02 m/s

u2(7) 2.75 m/s 2.75 ± 0.02 m/s normal 0.02 m/s

u2(8) 2.71 m/s 2.71 ± 0.02 m/s normal 0.02 m/s

u2(9) 2.64 m/s 2.64 ± 0.02 m/s normal 0.02 m/s

u2(10) 2.61 m/s 2.61 ± 0.03 m/s normal 0.03 m/s

u2(11) 2.47 m/s 2.47 ± 0.03 m/s normal 0.03 m/s

u2(12) 2.48 m/s 2.48 ± 0.03 m/s normal 0.03 m/s

Source: SNL 2008a, Table F-24.

Table 2.3.1-9. Nominal Values and Uncertainties for Parameters of the Weather Input File for the Glacial 
Transition Climate (Continued)

Parameter 
Symbol Nominal Value Uncertainty Range

Uncertainty 
Distribution Standard Error
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Table 2.3.1-10. Comparison of the 10 Representative Years Used to Model Net Infiltration for the 
Present-Day Climate 

Representative
Year

Probability
that 

Precipitation 
will be 

Exceeded (1-p) Weights
Precipitation

(mm/yr)

Mean Net
Infiltration
for Each

Representative
Year (mm/yr)

Recurrence
Interval (yr)

Fraction of
Contribution
to Longterm

Mean
Infiltration

1 0.001 0.001 708 82.58 1,000.00 0.76

2 0.003 0.002 549 88.06 333.33 1.74

3 0.01 0.007 430 75.77 100.00 4.85

4 0.03 0.02 360 55.77 33.33 9.95

5 0.1 0.07 292 45.39 10.00 24.44

6 0.28 0.18 227 24.27 3.57 28.88

7 0.46 0.18 186 14.22 2.17 16.34

8 0.64 0.18 157 8.34 1.56 8.42

9 0.82 0.18 126 3.00 1.22 3.21

10 1 0.18 89 1.48 1.00 1.40

NOTE: ∑ (weight * infiltration for a representative year) = mean net infiltration = 14.3 mm/yr.

Source: Columns 1, 2, 5, 6, 7: SNL 2008a, Table 6.5.7.5-1; weights (column 3): SNL 2008a, Section F4.1.2; 
precipitation (column 4): Output DTN: SN0701T0502206.037, average of 40 vectors in files: \Welcome to 
Massif\Massif\Present Day Uncertainty\Post Processing\Intermediate Output 
Files\PD_10yr_Yearly_PPT_R1.txt and PD_10yr_Yearly_PPT_R2.txt.
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Table 2.3.1-11. Comparison of the 10 Representative Years Used to Model Net Infiltration for the Monsoon 
Climate 

Representative
Year

Probability
that

Precipitation
will be

Exceeded (1-p) Weights
Precipitation

(mm/yr)

Mean Net
Infiltration
for Each

Representative
Year (mm/yr)

Recurrence
Interval (yr)

Fraction of
Contribution
to Longterm

Mean
Infiltration

1 0.001 0.001 1026 67.79 1,000.00 0.33

2 0.003 0.002 901 84.04 333.33 0.96

3 0.01 0.007 704 84.99 100.00 3.03

4 0.03 0.02 590 74.47 33.33 7.45

5 0.1 0.07 452 65.71 10.00 21.22

6 0.28 0.18 360 45.73 3.57 31.84

7 0.46 0.18 291 24.98 2.17 16.76

8 0.64 0.18 247 17.45 1.56 9.51

9 0.82 0.18 201 10.29 1.22 6.06

10 1 0.18 146 5.05 1.00 2.84

NOTE: ∑ (weight * infiltration for a representative year) = mean net infiltration = 25.5 mm/yr.

Source: Columns 1, 2, 5, 6, 7: SNL 2008a, Table 6.5.7.5-2; weights (column 3): SNL 2008a, Section F4.1.2; 
precipitation (column 4): Output DTN: SN0701T0502206.037, average of 40 vectors in files: \Welcome to 
Massif\Massif\Monsoon Uncertainty\Post Processing\Intermediate Output Files\ 
MO_10yr_Yearly_PPT_R1.txt and MO_10yr_Yearly_PPT_R2.txt. 
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Table 2.3.1-12. Comparison of the 10 Representative Years Used to Model Net Infiltration for the Glacial 
Transition Climate 

Representative
Year

Probability
that

Precipitation
will be

Exceeded (1-p) Weights
Precipitation

(mm/yr)

Mean Net
Infiltration
for Each

Representative
Year (mm/yr)

Recurrence
Interval (yr)

Fraction of
Contribution
to Longterm

Mean
Infiltration

1 0.001 0.001 567 96.45 1,000.00 0.37

2 0.003 0.002 514 64.04 333.33 0.69

3 0.01 0.007 473 78.96 100.00 2.07

4 0.03 0.02 432 64.75 33.33 4.76

5 0.1 0.07 384 53.44 10.00 12.56

6 0.28 0.18 337 40.90 3.57 24.85

7 0.46 0.18 301 32.01 2.17 19.38

8 0.64 0.18 273 27.07 1.56 15.45

9 0.82 0.18 245 20.50 1.22 11.75

10 1 0.18 194 13.33 1.00 8.13

NOTE: ∑ (weight * infiltration for a representative year) = mean net infiltration = 30.0 mm/yr.

Source: Columns 1, 2, 5, 6, 7: SNL 2008a, Table 6.5.7.5-3; weights (column 3): SNL 2008a, Section F4.1.2; 
precipitation (column 4): Output DTN: SN0701T0502206.037, average of 40 vectors in files: \Welcome to 
Massif\Massif\Glacial Uncertainty\Post Processing\Intermediate Output Files\ GT_10yr_Yearly_PPT_R1.txt 
and GT_10yr_Yearly_PPT_R2.txt.
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Table 2.3.1-13.  Nominal Values and Standard Error for Ksat, θs, and θWP 

Saturated Hydraulic Conductivity (Ksat_soil)

Soil Group
Mean Ln

(Ksat_soil), (cm/sec)
Standard Error

(Ln)
Nominal Value

(cm/s)a
Nominal Value

(m/s)

1 −9.436 0.196 7.98 × 10−5 7.98 × 10−7

2/6 −9.105 0.175 1.11 × 10−4 1.11 × 10−6

3/4 −9.571 0.137 6.97 × 10−5 6.97 × 10−7

5/7/9 −9.593 0.079 6.82 × 10−5 6.82 × 10−7

Saturated Water Content (θs)

Soil Group Mean θs (m3/m3)
Standard Error 

(m3/m3)
Nominal Value 

(m3/m3)b

1 0.23 1.31 × 10−2 0.23

2/6 0.21 1.18 × 10−2 0.21

3/4 0.16 6.69 × 10−3 0.16

5/7/9 0.23 7.61 × 10−3 0.23

Permanent Wilting Point (θWP)

Soil Group Mean θWP (m3/m3)
Standard Error 

(m3/m3)
Nominal Value 

(m3/m3)b

1 0.040 0.003 0.040

2/6 0.037 0.003 0.037

3/4 0.024 0.001 0.024

5/7/9 0.039 0.002 0.039

NOTE: aNominal values of saturated hydraulic conductivity are equal to exp(ln(Ksat_soil)) for each soil group. 
bNominal values of θs and θWP are equal to mean values of θs and θWP for each soil group.

Source: SNL 2008a, Section 6.5.2.3, Table 6.5.2.3-1.
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Table 2.3.1-14.  Nominal Values and Standard Error for θFC, and θHC 

Soil Field Capacity (θFC)

Soil Group

Mean θFC
a

 (−0.10 bar) 
(m3/m3)

Standard Error 
(m3/m3)

Mean θFC
b

(−0.33 bar) 
(m3/m3)

Standard Error 
(m3/m3)

Nominal Value 
(m3/m3)

1 0.183 0.012 0.125 0.011 0.155

2/6 0.177 0.012 0.123 0.010 0.151

3/4 0.123 0.006 0.075 0.004 0.100

5/7/9 0.208 0.007 0.134 0.005 0.172

Soil Water Holding Capacity (θHC)

Soil Group

Mean θHC
(−0.10 bar θFC) 

(m3/m3)
Standard Error 

(m3/m3)

Mean θHC
(−0.33 bar θFC) 

(m3/m3)
Standard Error 

(m3/m3)
Nominal Value 

(m3/m3)

1 0.143 0.010 0.085 0.009 0.115

2/6 0.140 0.010 0.086 0.008 0.114

3/4 0.098 0.005 0.051 0.003 0.076

5/7/9 0.169 0.005 0.095 0.004 0.133

NOTE: aField capacity defined as moisture content at a pressure of −0.10 bar. 
bField capacity defined as moisture content at a pressure of −0.33 bar.

Source: SNL 2008a, Section 6.5.2.3, Table 6.5.2.3-2.
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Table 2.3.1-15.  Bulk Bedrock Mean Ksat Values 

Infiltration Hydrogeologic Unit
Mean
(m/s) Lithostratigraphic Name

Lithostratigraphic
Unit SymbolNumber Symbol

401 hcr4 1.8 × 10−6 Tiva Canyon Tuff—crystal-rich 
nonlithophysal zone, subvitrophyre 
transition subzone 

Tpcrn4 

402 hcr3 1.2 × 10−6 Tiva Canyon Tuff—crystal-rich 
nonlithophysal zone, pumice-poor subzone 

Tpcrn3 

403 hcr2 1.8 × 10−6 Tiva Canyon Tuff—crystal-rich 
nonlithophysal zone, mixed pumice 
subzone 

Tpcrn2 

404 hcr1 7.7 × 10−7 Tiva Canyon Tuff—crystal-rich lithophysal 
zone 

Tpcrl

405 hcul 1.1 × 10−6 Tiva Canyon Tuff—crystal-poor upper 
lithophysal zone

Tpcpul 

406 hcmn 1.3 × 10−6 Tiva Canyon Tuff—crystal-poor middle 
nonlithophysal zone 

Tpcpmn

407 hcll 1.1 × 10−6 Tiva Canyon Tuff—crystal-poor lower 
lithophysal zone

Tpcpll

408 hcln 1.7 × 10−6 Tiva Canyon Tuff—crystal-poor lower 
nonlithophysal zone

Tpcpln 

409 hcv2 9.2 × 10−7 Topopah Canyon Tuff—crystal-poor, vitric, 
moderately welded subzone

Tpcpv2 

410 hcv1 2.7 × 10−6 Tiva Canyon Tuff—crystal-poor, vitric, 
nonwelded subzone

Tpcpv1 

411 hbt4 1.4 × 10−5 Pre-Tiva Canyon bedded tuff Tpbt4 

412 hym 4.9 × 10−6 Yucca Mountain Tuff (not divided, total 
formation)

Tpy 

413 hbt3 3.9 × 10−6 Pre-Yucca Mountain bedded tuff Tpbt3 

414 hpc  3.1 × 10−6 Pah Canyon Tuff (not divided, total 
formation)

Tpp 

415 hbt2 9.4 × 10−6 Pre-Pah Canyon bedded tuff Tpbt2 

416 htrv3 1.7 × 10−5 Topopah Spring Tuff—crystal-rich, vitric, 
nonwelded to moderately welded subzones

Tptrv3-2 

417 htrv1 3.3 × 10−5 Topopah Spring Tuff—crystal-rich, vitric, 
densely welded subzone

Tptrv1

418 htrn 1.5 × 10−6 Topopah Spring Tuff—crystal-rich 
nonlithophysal, vapor-phase corroded 
subzone

Tptrn2 
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419 htrl 1.2 × 10−6 Topopah Spring Tuff—crystal-rich transition 
subzone

Tptrn1, Tptrl1

420 htul 9.0 × 10−7 Topopah Spring Tuff—crystal-poor upper 
lithophysal zone

Tptpul 

421 htmn 1.3 × 10−6 Topopah Spring Tuff—crystal-poor middle 
nonlithophysal zone

Tptpmn 

422 htll 1.2 × 10−6 Topopah Spring Tuff—crystal-poor lower 
lithophysal zone

Tptll 

423 htln 1.7 × 10−6 Topopah Spring Tuff—crystal-poor lower 
nonlithophysal zone

Tptpln 

424 htpv3 8.5 × 10−7 Topopah Spring Tuff—crystal-poor, citric, 
densely welded subzone

Tptpv3 

425 htv2v 8.0 × 10−6 Topopah Spring Tuff—crystal-poor, vitric, 
moderately welded subzone

Tptpv2 

426 htv2z 9.4 × 10−7 Topopah Spring Tuff—crystal-poor, zeolitic, 
moderately welded subzone

Tptpv2 

427 htv1v 1.0 × 10−5 Topopah Spring Tuff—crystal-poor, vitric, 
nonwelded subzone

Tptpv1 

428 htv1z 9.4 × 10−7 Topopah Spring Tuff—crystal-poor, zeolitic, 
nonwelded subzone

Tptpv1 

429 hacv 2.0 × 10−4 Calico Hills Formation—pyroclastic rocks 
flow

Tac

430 hacz 9.4 × 10−7 Calico Hills Formation—pyroclastic rocks 
flow

Tac

431 habtv — Pre-Calico Hills—bedded tuff Tacbt

432 habtz 9.4 × 10−7 Pre-Calico Hills—bedded tuff Tacbt

433 hpuvv — Prow Pass Tuff—upper vitric Tcpuv

434 hpuvz 9.4 × 10−6 Prow Pass Tuff—upper vitric Tcpuv

435 hpuc 1.5 × 10−6 Prow Pass Tuff—upper crystallized Tcpuc

436 hpmlc 1.2 × 10−6 Prow Pass Tuff—moderately welded and 
crystallized

Tcpm

437 hpbvz 6.4 × 10−7 Pre-Prow Pass—bedded tuff Tcpbt

438 hbucm 2.1 × 10−6 Bullfrog Tuff—welded and crystallized Tcbuc, Tcbm, Tcblc

Source: SNL 2008a, Table 6.5.2.6-1; BSC 2006b, Table 6-3a.

Table 2.3.1-15.  Bulk Bedrock Mean Ksat Values (Continued)

Infiltration Hydrogeologic Unit
Mean
(m/s) Lithostratigraphic Name

Lithostratigraphic
Unit SymbolNumber Symbol
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Table 2.3.1-16.  Best-Fit Parameter Values Describing the Relationship between NDVI' and Kcb

Parameter 
Description Symbol

Nominal Value 
(mean)

Standard 
Deviation Distribution Climate

Slope between 
NDVI' and Kcb

CKcb1 9.7 2.1 normal all

Intercept for 
linear regression 
between NDVI' 
and Kcb

CKcb2 −0.05 0.05 normal all

Source: SNL 2008a, Table 6.5.3.7-4.

Table 2.3.1-17. Average and Standard Deviations of Weighted Mean Water Fluxes Fractions for the 
Present Day Climate Simulations (Fraction of Precipitation) 

Present Day 
Climate

Mean 
(mm/yr)

SD 
(mm/yr)

Mean 
(% precip)

SD 
(% precip)

Mean IC1 
(mm/yr)

SD IC1 
(mm/yr)

Mean IC1 
(% precip)

SD IC1 
(% precip)

Precipitation 173.6 25.1 NA NA 173.6 25.1 NA NA

Infiltration 14.3 8.7 8.02% 4.50% 14.8 8.8 8.29% 4.50%

ET 151.6 20.1 87.68% 5.66% 158.9 20.5 92.02% 6.58%

Runoff 3.7 2.8 2.07% 1.56% 3.7 2.8 2.07% 1.56%

Sublimation 0.7 0.2 0.42% 0.11% 0.7 0.2 0.42% 0.11%

Storage 3.3 3.3 1.82% 1.77% -4.6 3.9 -2.80% 2.42%

Snow 0.0 0.0 0.00% 0.00% 0.0 0.0 0.00% 0.00%

NOTE: IC1 indicates results from alternative simulation using wetter initial conditions than for base case simulations. 
NA = not applicable.

Source: SNL 2008a, Section 6.5.7.4, Table 6.5.7.4-1.
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Table 2.3.1-18. Average and Standard Deviation of Weighted Mean Water Fractions Fluxes for the 
Monsoon Climate Simulations (Fraction of Precipitation) 

Monsoon 
Climate

Mean 
(mm/yr)

SD 
(mm/yr)

Mean 
(% precip)

SD 
(% precip)

Mean IC1 
(mm/yr)

SD IC1 
(mm/yr)

Mean IC1 
(% precip)

SD IC1 
(% precip)

Precipitation 275.2 77.0 NA NA 275.2 77.0 NA NA

Infiltration 25.5 17.9 8.69% 4.75% 26.1 18.0 8.89% 4.73%

ET 230.4 57.8 84.88% 8.18% 238.3 58.1 88.01% 8.93%

Runoff 15.6 12.1 5.35% 3.63% 15.6 12.1 5.36% 3.63%

Sublimation 0.1 0.2 0.04% 0.07% 0.1 0.2 0.04% 0.07%

Storage 3.6 8.6 1.04% 2.92% -4.9 9.4 -2.29% 3.56%

Snow 0.0 0.0 0.00% 0.00% 0.0 0.0 0.00% 0.00%

NOTE: IC1 indicates results from alternative simulation using wetter initial conditions than for base case 
simulations. 
NA = not applicable.

Source: SNL 2008a, Section 6.5.7.4, Table 6.5.7.4-2.

Table 2.3.1-19. Average and Standard Deviation of Weighted Mean Water Fractions Fluxes for the 
Glacial-Transition Climate Simulations (Fraction of Precipitation) 

Glacial-
Transition 

Climate
Mean 

(mm/yr)
SD 

(mm/yr)
Mean 

(% precip)
SD 

(% precip)
Mean IC1 
(mm/yr)

SD IC1 
(mm/yr)

Mean IC1 
(% precip)

SD IC1 
(% precip)

Precipitation 283.4 50.0 NA NA 283.4 50.0 NA NA

Infiltration 30.0 12.9 10.38% 3.66% 30.5 12.9 10.57% 3.61%

ET 243.7 41.7 86.16% 3.90% 254.6 42.2 90.15% 4.46%

Runoff 1.1 1.2 0.39% 0.47% 1.1 1.2 0.39% 0.47%

Sublimation 3.6 0.8 1.27% 0.21% 3.6 0.8 1.27% 0.21%

Storage 5.1 3.9 1.79% 1.29% -6.4 4.7 -2.38% 1.86%

Snow 0.0 0.0 0.00% 0.00% 0.0 0.0 0.00% 0.00%

NOTE: IC1 indicates results from alternative simulation using wetter initial conditions than for base case 
simulations. 
NA = not applicable.

Source: SNL 2008a, Section 6.5.7.4, Table 6.5.7.4-3.
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Table 2.3.1-20. Comparison of Mean Net Infiltration Results of the Soil Conductivity Variation Simulations 
with Results of the Uncertainty Analysis 

Present-Day Climate

Percentile 10th 30th 50th 90th

Replicate R2 R2 R2 R2

Realization 10 2 8 14

Entire Domain Infiltration (mm/yr) 3.9 7.3 13.0 26.7

Entire Domain Variation Infiltration (mm/yr) 4.1 7.7 15.9 27.2

UZ Infiltration (mm/yr) 3.3 5.9 10.8 28.3

UZ Variation Infiltration (mm/yr) 3.5 5.9 13.4 27.3

Repository Infiltration (mm/yr) 3.9 6.5 10.9 34.4

Repository Variation Infiltration (mm/yr) 3.9 4.9 9.5 28.3

Runoff Fraction (%) 0.9 1.8 3.8 1.3

Runoff Fraction Variation (%) 0.8 1.6 3.2 1.1

Mean Annual Precipitation (mm/yr) 144.1 160.6 189.3 212.7

NOTE: The Repository footprint refers to a 2002 version of the footprint rather than the 2007 footprint. The 
difference between these footprints is small, and the difference in average annual net infiltration between 
these footprints is insignificant. 
UZ = unsaturated zone.

Source: SNL 2008a, Section 7.1.3.2[a], Table 7.1.3.2-1[a].
— —
2.3.1-125



DOE/RW-0573, Rev. 0 Yucca Mountain Repository SARDocket No. 63–001
Table 2.3.1-21. Comparison of Percent of the Total Net Infiltration Occurring in Each Soil Group Between 
the Soil Conductivity Variation Simulations and the Results of the Uncertainty Analysis 

Present-Day Climate Percent of Net Infiltration [%]

Percentile 10th 30th 50th 90th

Replicate R2 R2 R2 R2

Realization 10 2 8 14

Soil Group 1 (%) 0.2 0.7 3.5 0.0

Soil Group 1 Variation (%) 0.0 0.1 0.6 0.0

Soil Groups 2/6 (%) 0.4 1.0 5.2 0.0

Soil Groups 2/6 Variation (%) 0.0 0.1 0.7 0.0

Soil Groups 3/4 (%) 1.4 2.3 10.6 0.2

Soil Groups 3/4 Variation (%) 19.7 35.4 55.1 24.9

Soil Groups 5/7/9 (%) 85.7 88.6 76.0 97.1

Soil Groups 5/7/9 Variation (%) 66.6 54.6 34.4 69.9

Soil Group 8 (%) 12.3 7.3 4.7 2.7

Soil Group 8 Variation (%) 13.7 9.8 9.2 5.2

Source: SNL 2008a, Section 7.1.3.2[a], Table 7.1.3.2-2[a].
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Table 2.3.1-22.  11 Parameters Screened into the Uncertainty Analysis for the Present-Day Climate 

Parameter 
Symbol Parameter Name and Description Uncertainty Range

Uncertainty 
Distribution

Parameters Varied Independently in Uncertainty Analysis for Present-Day Climatea

am Annual average of the natural 
logarithm of the amount of daily rainfall 
on days with precipitation 
(Section 6.5.1.2)

0.50 to 1.07 (ln mm) uniform

hplant Plant height (Section 6.5.3.3) 0.2 m to 0.6 m uniform

Zr Maximum rooting depth 
(Section 6.5.3.2)

0.6 m to 2.6 m uniform

depthsoil(4) Soil depth for soil depth class 4 
(Section 6.5.2.4.1[a])

0.1 m to 0.5 m uniform

Ksat_rock(405) Bulk saturated hydraulic conductivity 
of bedrock Infiltration Hydrogeologic 
Unit 405 (Section 6.5.2.6)

7.6 × 10−8 m/s to 4.8 × 10−6 m/s loguniform

Ksat_rock(406) Bulk saturated hydraulic conductivity 
of bedrock Infiltration Hydrogeologic 
Unit 406 (Section 6.5.2.6)

2.1 × 10−8 m/s to 7.7 × 10−6 m/s loguniform

θHC(5/7/9) Holding capacity of soil group 5/7/9 
(Section 6.5.2.3)

0.09 to 0.17 (m3/m3) uniform

REW Readily evaporable water 
(Section 6.5.4.2)

2 to 10 mm uniform

Kc_min Minimum transpiration coefficient (Kc) 
(Section 6.5.4.2)

0.0 to 0.2 (unitless) 50% of values = 0.0, 
50% of values vary 
linearly from 0.0 to 0.2 
[pdf is (0.2−Kcmin)/0.04]

Ze Evaporation layer depth 
(Section 6.5.4.2)

0.1 to 0.2 m uniform

CKcb2 Slope of the NDVI’ – Kcb function 
(Section 6.5.3.7)

9.7 ± 2.1 (unitless) normal

Parameters Correlated with Other Parameters That Varied Independently in Uncertainty Analysis for 
Present-Day Climateb

aλ Annual average of the mean amount 
of daily rainfall on days with 
precipitation (Section 6.5.1.2)

4.0 to 6.5 mm uniform

NOTE: aSee Table I-2. 
bSee Table I-3. 
All Section numbers refer to Sections in SNL 2008a.

Source: SNL 2008a, Appendix I, Tables I-2 and I-3.
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Table 2.3.1-23. 19 Parameters Screened into the Uncertainty Analysis for the Monsoon Climate 
 

Parameter
Symbol Parameter Name and Description Uncertainty Range

Uncertainty 
Distribution

Parameters Varied Independently in Uncertainty Analysis for Monsoon Climatea

a00 Annual average of the probability of no 
precipitation given that the previous 
day was dry (Section 6.5.1.2)

0.896 to 0.944 (unitless) uniform

am Annual average of the natural 
logarithm of the amount of daily rainfall 
on days with precipitation 
(Section 6.5.1.2)

0.5 to 1.3 (ln mm) uniform

bm,1 Amplitude of the annual variation in the 
median amount of daily rainfall on 
days with precipitation 
(Section 6.5.1.2)

−0.3 to +0.5 mm uniform

γwetmax Annual average maximum daily 
temperature on days with precipitation 
(Section 6.5.1.2)

14 C to 22 C uniform

hplant Plant height (Section 6.5.3.3) 0.2 m to 0.6 m uniform

Zr Maximum rooting depth 
(Section 6.5.3.2)

0.6 m to 2.6 m uniform

Rate of duration 
increase with 
precipitation

Slope of the relationship between 
duration of daily precipitation and 
amount of daily rainfall 
(Section 6.5.1.7[a])

0.14 hr/mm to 0.43 hr/mm uniform

depthsoil(4) Soil depth for soil depth class 4 
(Section 6.5.2.4.1[a])

0.1 m to 0.5 m uniform

Ksat_rock(405) Bulk saturated hydraulic conductivity 
of bedrock Infiltration Hydrogeologic 
Unit 405 (Section 6.5.2.6)

7.6 × 108 m/s to 4.8 × 106 m/s loguniform

Ksat_rock(406) Bulk saturated hydraulic conductivity 
of bedrock Infiltration Hydrogeologic 
Unit 406 (Section 6.5.2.6)

2.1 × 108 m/s to 7.7 × 106 m/s loguniform

θHC(5/7/9) Holding capacity of soil group 5/7/9 
(Section 6.5.2.3)

0.09 to 0.17 (m3/m3) uniform

REW Readily evaporable water 
(Section 6.5.4.2)

2 to 10 mm uniform

Kc_min Minimum transpiration coefficient (Kc) 
(Section 6.5.4.2)

0.0 to 0.2 (unitless) 50% of values = 0.0, 
50% of values vary 
linearly from 0.0 to 0.2 
[pdf is (0.2Kcmin)/0.04]

Ze Evaporation layer depth 
(Section 6.5.4.2)

0.1 to 0.2 m uniform
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CKcb2 Slope of the NDVI’—Kcb function 
(Section 6.5.3.7)

9.7 ± 2.1 (unitless) normal

Parameters Correlated with Other Parameters that Varied Independently in Uncertainty Analysis for 
Monsoon Climateb

aλ Annual average of the mean amount of 
daily rainfall on days with precipitation 
(Section 6.5.1.2)

4.0 mm to 9.0 mm uniform

b00,1 Amplitude of the annual variation in the 
probability of no precipitation given 
that the previous day was dry 
(Section 6.5.1.2)

−0.03 to +0.07 (unitless) uniform

b10,1 Amplitude of the annual variation in the 
probability of no precipitation given 
that precipitation occurred during the 
previous day (Section 6.5.1.2)

−0.13 to +0.10 (unitless) uniform

bλ,1 Amplitude of the annual variation in the 
mean amount of daily rainfall on days 
with precipitation (Section 6.5.1.2)

−1.3 mm to +4.5 mm uniform

NOTE: aSee Table I-5. 
bSee Table I-6. 
All Section numbers refer to Sections in SNL 2008a. 

Source: SNL 2008a, Appendix I, Tables I-5 and I-6.

Table 2.3.1-23. 19 Parameters Screened into the Uncertainty Analysis for the Monsoon Climate 
 (Continued)

Parameter
Symbol Parameter Name and Description Uncertainty Range

Uncertainty 
Distribution
— —
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Table 2.3.1-24. 17 Parameters Screened into the Uncertainty Analysis for the Glacial-Transition  
Climate 

Parameter
Symbol Parameter Name and Description Uncertainty Range

Uncertainty 
Distribution

Parameters Varied Independently in Uncertainty Analysis for Glacial Transition Climatea

a00 Annual average of the probability of 
no precipitation given that the 
previous day was dry 
(Section 6.5.1.2)

0.78 to 0.89 (unitless) uniform

am Annual average of the natural 
logarithm of the amount of daily 
rainfall on days with precipitation 
(Section 6.5.1.2)

0.48 to 0.92 (ln mm) uniform

θλ,1 Phase of the annual variation of 
mean daily rainfall on days with 
precipitation (θλ in Section 6.5.1.2)

−π radians to + π radians uniform

Rate of duration 
increase with 
precipitation

Slope of the relationship between 
duration of daily precipitation and 
amount of daily rainfall 
(Section 6.5.1.7[a])

0.32 to 0.71 hr/mm uniform

hplant Plant height (Section 6.5.3.3) 0.6 to 1.8 m uniform

Zr Maximum rooting depth 
(Section 6.5.3.2)

1.0 to 4.0 m uniform

depthsoil(4) Soil depth for soil depth class 4 
(Section 6.5.2.4.1[a])

0.1 to 0.5 m uniform

Ksat_rock(405) Saturated hydraulic conductivity of 
bedrock Infiltration Hydrogeologic 
Unit 405 (Section 6.5.2.6)

7.6 × 10−8 m/s to 4.8 × 10−6 m/s loguniform

Ksat_rock(406) Saturated hydraulic conductivity of 
bedrock Infiltration Hydrogeologic 
Unit 406 (Section 6.5.2.6)

2.1 × 10−8 m/s to 7.7 × 10−6 m/s loguniform

θHC(5/7/9) Holding capacity of soil group 5/7/9 
(Section 6.5.2.3)

0.09 to 0.17 (m3/m3) uniform

REW Readily evaporable water 
(Section 6.5.4.2)

2 to 10 mm uniform

Kc_min Minimum transpiration coefficient 
(Kc) (Section 6.5.4.2)

0.0 to 0.2 (unitless) 50% of values = 0.0, 
50% of values vary 
linearly from 0.0 to 0.2 
[pdf is (0.2−Kcmin)/0.04]

Ze Evaporation layer depth 
(Section 6.5.4.2)

0.1 to 0.2 m uniform

CKcb2 Slope of the NDVI’—Kcb function 
(Section 6.5.3.7)

9.7 ± 2.1 (unitless) normal
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Parameters Correlated with Other Parameters That Varied Independently in Uncertainty Analysis for Glacial 
Transition Climateb

aλ Constant term in Fourier series for 
λ(d)

3.1 to 4.5 mm uniform

Θm,1 Phase of first-order term in Fourier 
series for m(d)

−π radians to + π radians uniform

Intercept−1 Minimum precipitation duration 0.70 to 1.22 hr uniform

NOTE: aSee Table I-8. 
bSee Table I-9. 
All section numbers refer to sections in Simulation of Net Infiltration for Present-Day and Potential Future 
Climates (SNL 2008a).

Source: SNL 2008a, Appendix I, Tables I-8 and I-9.

Table 2.3.1-24. 17 Parameters Screened into the Uncertainty Analysis for the Glacial-Transition  
Climate (Continued)

Parameter
Symbol Parameter Name and Description Uncertainty Range

Uncertainty 
Distribution
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Table 2.3.1-25.  Parameter List for Extended Sensitivity Analysis Using One Watershed 

LHS Name Symbol or Description Distribution P1 P2 Units

1 lnRks_401 Ksat_rock(401) Loguniform −15.38 −11.94 m/s

2 lnRks_402 Ksat_rock(402) Loguniform −17.26 −11.97 m/s

3 lnRks_403 Ksat_rock(403) Loguniform −15.42 −11.94 m/s

4 lnRks_404 Ksat_rock(404) Loguniform −17.64 −12.4 m/s

5 lnRks_405 Ksat_rock(405) Loguniform −16.39 −12.25 m/s

6 lnRks_406 Ksat_rock(406) Loguniform −17.68 −11.77 m/s

7 lnRks_407 Ksat_rock(407) Loguniform −17.78 −12.01 m/s

8 lnRks_408 Ksat_rock(408) Loguniform −17.09 −11.55 m/s

9 lnRks_412 Ksat_rock(412) Loguniform −12.59 −11.88 m/s

10 lnRks_414 Ksat_rock(414) Loguniform −13.55 −12.02 m/s

11 lnRks_418 Ksat_rock(418) Loguniform −16.92 −11.75 m/s

12 SDepth2 depthsoil(2) Normal 10.9 22 m

13 SDepth3 depthsoil(3) Uniform 2.1 3.2 m

14 SDepth4 depthsoil(4) Uniform 0.1 0.5 m

15 Kc_min Kc_min Cumulative — — none

16 Hc_579 Θs(5/7/9) Uniform 9.00 × 10−2 0.17 none

17 Hc_26 Θs(2/6) Uniform 8.00 × 10−2 0.15 none

18 Hc_34 Θs(3/4) Uniform 5.00 × 10−2 0.1 none

19 lnKs_579 Ksat_soil(5/7/9) Lognormal −10.34 −8.85 cm/s

20 lnKs_26 Ksat_soil(2/6) Lognormal −10.15 −8.06 cm/s

21 lnKs_34 Ksat_soil(3/4) Lognormal −10.49 −8.65 cm/s

22 SWC_579 Θs(5/7/9) Normal 0.21 0.25 none

23 SWC_26 Θs(2/6) Normal 0.17 0.25 none

24 SWC_34 Θs(3/5) Normal 0.14 0.18 none

25 p p Uniform 0.5 0.8 none

26 Z_r Zr Uniform 0.6 2.6 m

27 h_plant hplant Uniform 0.2 0.6 m

28 K0wint Ko winter Uniform 0 10 °C

29 K0rest Ko rest Uniform 0 10 °C
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30 Sublim Csublime Uniform 0 0.2 none

31 MAXPREC Maximum daily precipitation Uniform 496 983 mm

32 PREC_LR CPrecipcor Normal 4.1 8.5 %/100m

33 Smelt Csnowmelt Uniform 1 3 none

34 TEMP_LR LR Uniform 6.50 × 10−3 1.00 × 10−2 °C/m

35 FDOY_DP starting DOY for winter dew point Uniform 274 335 none

36 LDOY_DP ending DOY for winter dew point Uniform 90 151 none

37 SLPRD slope Normal 0.23 0.53 —

38 COEFHAR KRs Uniform 0.15 0.22 °C−0.5

39 Z_e Ze Uniform 0.1 0.2 m

40 REW REW Uniform 2 10 mm

41 C_Kcb2 CKcb2 Normal 3.2 16.2 none

42 albedo αT Uniform 0.15 0.9 none

NOTE: P1 and P2 represent minimum and maximum values for uniform distributions and 0.1% and 99.9% values 
for normal distributions. Values are natural log transformed for loguniform and lognormal distributions.

Source: SNL 2008a, Section 7.1.4, Table 7.1.4-1.

Table 2.3.1-25.  Parameter List for Extended Sensitivity Analysis Using One Watershed (Continued)

LHS Name Symbol or Description Distribution P1 P2 Units
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Table 2.3.1-26.  Summary of the Water Balance Results 

Model Code

Annual Water Balance Constituents

Mean Root Squared 
ErrorInfiltration Actual ET Runoff

Change in 
Storage

mm mm mm mm mm % Precipitation

Model 1 MASSIF 120.4 326.7 0.70 25.3 8.9 1.9

HYDRUS-1D 120.5 336.8 2.5 9.6

Model 2 MASSIF 63.9 377.8 0.70 30.8 17.1 3.6

HYDRUS-1D 49.3 390.6 2.5 24.5

Model 3 MASSIF 13.5 427.1 0.70 31.9 26.1 5.5

HYDRUS-1D 0 425.1 3.7 39

Model 4 MASSIF 0 437.5 0.70 35.0 33.4 7.1

HYDRUS-1D 0 404.9 0.45 53.5

Source: SNL 2008a, Section 7.2.2[a], Table 7.2.2-1[a].
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Figure 2.3.1-1.  Climate Analysis and Infiltration Model Linkages

NOTE: Data and results are represented by rectangles; analyses and models are represented by ovals.
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Figure 2.3.1-2. Information Transfer among the Principal Model Components of the TSPA Nominal 
Scenario Class Model

NOTE: For details about outputs and information transfer shown on this figure, see Section 2.4.2.3.2.1. The infiltration 
process model shown in the figure is also called the net infiltration model. 
DS = drip shield; EBS = Engineered Barrier System; LC = localized corrosion; PA = performance assessment; 
RH = relative humidity; SZ = saturated zone; TH = thermal-hydrologic; THC = thermal-hydrologic-chemical; 
UZ = unsaturated zone; WF = waste form; WP = waste package.
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Figure 2.3.1-3.  Meteorological Stations Locations Used to Represent Yucca Mountain Present

NOTE: Repository footprint and Nevada Test Site boundary are shown for illustration purposes only.

Source: SNL 2006, Figure 4.1-1.
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Figure 2.3.1-4. Locations (as NAD 27 coordinates) of Meteorological Stations Used to Represent 
Future Climates at Yucca Mountain

Source: SNL 2006, Figure 4.1-2.
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Figure 2.3.1-5.  Generalized View of Atmosphere Circulation under Present-Day Climatic Conditions

NOTE: Time approximates autumnal equinox. 
H = high pressure dominates; L = low pressure dominates; arrows show dominant direction of air.

Source: BSC 2004a, Figure 6-2.
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Figure 2.3.1-6.  Localities Important to Past and Future Climate Estimates in the Yucca

Source: BSC 2004b, Figure 6-1.
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Figure 2.3.1-7. Devils Hole Stable Isotope Record Showing the Timing and Cyclical Nature of Climate 
Change

NOTE: High values represent warm climates, and low values represent cold climates. Stable isotope data are 
reported relative to Vienna Standard Mean Ocean Water. Odd-numbered marine isotope stages correspond to 
interglacial climates; even-numbered marine isotope stages correspond to glacial climates.

Source: BSC 2004a, Figure 6-3.
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Figure 2.3.1-8.  Relationship between Precession and Eccentricity for the Past 425,000 Years

NOTE: By convention, a maximal positive precession is a summer radiation maxima in the southern hemisphere; 
whereas, a minimal (most negative) value is a summer radiation maxima in the northern hemisphere.

Source: BSC 2004a, Figure 6-5.
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Figure 2.3.1-9. Relationship of Precession to the Devils Hole Stable Isotope Climate Proxy Record 
during a Long Climate Cycle

NOTE: Stable isotope data are reported relative to Vienna Standard Mean Ocean Water. By convention, a maximal 
positive precession is a summer radiation maxima in the southern hemisphere; whereas, a minimal (most 
negative) value is a summer radiation maxima in the northern hemisphere.

Source: BSC 2004a, Figure 6-6.
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Figure 2.3.1-10. Relationship between the Timing of Past Climate Change and Earth-Orbital Parameters du
Figure 2.3.1-11)

NOTE: Ages for I and T are shown in parentheses at bottom of graph in thousands of years before present. By convention
radiation maxima in the southern hemisphere; whereas, a minimal (most negative) value is a summer radiation m
I = initiation of transition to glacial climate; m = minimum eccentricity value; T = initiation of transition to interglacia

Source: BSC 2004a, Figures 6-7 and 6-8.
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Figure 2.3.1-11. Relation of Glacial–Interglacial Transitions Based on Orbital Parameters and the 
Timing of Climate Change Defined by the Devils Hole Climate Proxy Record

NOTE: Stable isotope data are reported relative to Vienna Standard Mean Ocean Water. Ages for I and T are shown 
in parentheses at bottom of graph in thousands of years before present. Ages for inflection points are shown 
in boxes.  
I = initiation of transition to glacial climate; T = initiation of transition to interglacial climate.

Source: BSC 2004a, Figure 6-9.
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Figure 2.3.1-12.  Forecast of Timing of Future Climate Change during the Next 100,000 Years

NOTE: Ages for I and T are shown in parentheses at bottom of graph in thousands of years after present. By 
convention, a maximal positive precession is a summer radiation maxima in the southern hemisphere; 
whereas, a minimal (most negative) value is a summer radiation maxima in the northern hemisphere. 
I = initiation of transition to glacial climate; m = minimum eccentricity value; T = initiation of transition to 
interglacial climate.

Source: BSC 2004a, Figure 6-10.
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Figure 2.3.1-13. Relation between Precession and the Timing of Climate Change in Part of the Devils 
Hole Record from 425,000 to 350,000 Years Ago

NOTE: Stable isotope data are reported relative to Vienna Standard Mean Ocean Water. By convention, a maximal 
positive precession is a summer radiation maxima in the southern hemisphere; whereas, a minimal (most 
negative) value is a summer radiation maxima in the northern hemisphere.

Source: BSC 2004a, Figure 6-11.
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Figure 2.3.1-14.  Owens Lake Ostracode Species Stratigraphic Distributio

OTE: Interglacial marine isotope stages (odd numbers) shown in the right column, inferred glacial marine isotope stages
column are from Forester et al. (1999, Figures 8 and 9, pp. 19 and 20), and Winograd, Landwehr et al. (1997). Bars
beyond the scale of the graph, values to the right of bars are data values at spike apex.

ource: BSC 2004a, Figure 6-12.
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Figure 2.3.1-15.  Processes Controlling Net Infiltration

NOTE: Figure not to scale.

Source: SNL 2008a, Section 6.2.1[a], Figure 6.2.1-1[a].
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Figure 2.3.1-16.  Yucca Mountain Watersheds

NOTE: Repository footprint is shown for illustration purposes only.

Source: SNL 2008a, Section 6.5.2.1[a], Figure 6.5.2.1-2[a].
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Figure 2.3.1-17.  Elevation over the Model Area

NOTE: Repository footprint is shown for illustration purposes only.

Source: SNL 2008a, Section 6.5.2.1[a], Figure 6.5.2.1-3[a].
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Figure 2.3.1-18.  Map Showing Distribution of Alternative Soil Groupings over the Infiltration Domain

NOTE: Repository footprint is shown for illustration purposes only.

Source: SNL 2008a, Section 6.5.2.2[a], Figure 6.5.2.2-2[a].
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Figure 2.3.1-19.  Map Showing Distribution of Soil Depth Classes over the Infiltration Domain

NOTE: Repository footprint is shown for illustration purposes only.

Source: SNL 2008a, Section 6.5.2.4[a], Figure 6.5.2.4-1[a].
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Figure 2.3.1-20. Distribution of Saturated Hydraulic Conductivity over the Model Area Based on the 
Consideration of Filled Fractures

NOTE: Repository footprint is shown for illustration purposes only. 
IHU = Infiltration Hydrogeologic Unit

Source: SNL 2008a, Section 6.5.2.6, Figure 6.5.2.6-1.
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Figure 2.3.1-21. Nominal, Lower Bound, and Upper Bound Values of Bulk Bedrock Saturated Hydraulic 
Conductivity, Ksat, with Comparison to the Alcove 1 Infiltration Test

NOTE: LHS = Latin Hypercube sampling.

Source: SNL 2008a, Section 6.5.2.6, Table 6.5.2.6-1. Alcove 1 Ksat from BSC 2006b, Section 6.4.5.3. Latin Hypercube 
sampling datapoints from MASSIF output DTN: SN0701T0502206.037 (\Welcome to Massif\Massif\Present 
Day Uncertainty\LHS_PD_R1.OUT and LHS_PD_R2.OUT).
— —
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Figure 2.3.1-22. Schematic Showing the Vertical Soil Layers and Computational Nodes Present in a 
Single Model Cell

NOTE: fc is the fraction of the surface covered by the vegetation canopy and few is the fraction of the surface that is 
exposed and wetted.

Source: SNL 2008a, Section 6.4.2, Figure 6.4.2-1.
— —
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Figure 2.3.1-23.  Schematic Showing the Water Reservoirs and Fluxes Included in the Water Balance

Source: SNL 2008a, Figure 6.4-1.
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Figure 2.3.1-24.  Evaporation and Transpiration from the few and fc Portions of the Root Zone

NOTE: Derived from conceptual model presented in Allen et al. 1998, pp. 135 to 158. A diffusive evaporation 
component is part of the transpiration from layer 2.

Source: SNL 2008a, Section 6.4.4, Figure 6.4.4-1.
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Figure 2.3.1-25. Cumulative Distribution Function of Precipitation for Present Day, Monsoon, and 
Glacial-Transition Climates

NOTE: Figure is generated in Excel using precipitation data shown in SNL 2008a, Figures 6.5.7.1-1[a], 6.5.7.2-1[a], 
and 6.5.7.3-1[a]. Data are ranked and plotted versus probability (rank/41). A total of 40 realizations (2 LHS 
replicates) define the distribution.

Source: SNL 2008a, Sections 6.5.7.1[a], 6.5.7.2[a], and 6.5.7.3[a]; Figures 6.5.7.1-1[a], 6.5.7.2-1[a], and 6.5.7.3-1[a].
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Figure 2.3.1-26.  Present Day, 10th Percentile Net Infiltration Map (Replicate R2, Realization 10)

NOTE: Repository footprint is shown for illustration purposes only. 
UZ = unsaturated zone.

Source: SNL 2008a, Section 6.5.7.1[a], Figure 6.5.7.1-2[a].
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2.3.1-160


	GI (General Information)
	CONTENTS
	TABLES
	FIGURES
	Acronyms
	Glossary
	1. General Description
	1.1 Location and Arrangement of Structures, Systems, and Components of the Geologic Repository Operations Area
	1.1.1 Physical Characteristics of Repository Site and Environs
	1.1.1.1 Site Location and Geography
	1.1.1.2 Site Geology and Hydrology
	1.1.1.3 Meteorology and Climatology

	1.1.2 Surface Facilities
	1.1.2.1 Major Surface Design Features
	1.1.2.2 Surface Facilities to Be Dismantled Prior to Decommissioning and Closure

	1.1.3 Subsurface Facilities
	1.1.3.1 Major Subsurface Design Features
	1.1.3.2 Subsurface Facilities to Be Dismantled prior to Closure

	1.1.4 Plans to Restrict Access to and Regulate Land Uses around the Geologic Repository Operations Area
	1.1.5 Radiological Monitoring and Plans for Mitigation of Radiological Impacts Associated with Construction and Operations
	1.1.5.1 Radiological Monitoring
	1.1.5.2 Plans for Mitigation of Radiological Emergency Events


	1.2 General Nature of the Geologic Repository Operations Area Activities
	1.2.1 Waste Forms to Be Disposed
	1.2.2 Routine Operations
	1.2.3 Inspection and Testing of Waste Forms and Waste Packages
	1.2.4 Waste Retrieval Requirements
	1.2.5 Repository Closure
	1.2.6 Uses of the Geologic Repository Operations Area for Purposes Other than Disposal of High-Level Radioactive Waste
	1.2.7 Plans for Emergency Responses

	1.3 Basis for U.S. Nuclear Regulatory Commission Exercise of its Licensing Authority
	1.4 General References and Materials Incorporated by Reference
	1.4.1 General References
	1.4.2 Materials Incorporated by Reference

	1.5 General References
	Table 1-1. Materials Incorporated by Reference
	Figure 1-1. Location of Yucca Mountain in the Great Basin
	Figure 1-2. Federal Land Immediately Surrounding Yucca Mountain
	Figure 1-3. Counties of the State of Nevada
	Figure 1-4. Site and Postclosure Controlled Area Boundaries
	Figure 1-5. Geologic Repository Operations Area
	Figure 1-6. Surface Facilities Phased Construction
	Figure 1-7. Repository Operations Summary Time Line
	Figure 1-8. Waste Handling Process


	2. Proposed Schedules for Construction, Receipt, and Emplacement of Waste
	2.1 Phased Construction Schedule
	2.1.1 Initial Operating Capability
	2.1.1.1 Infrastructure
	2.1.1.2 Initial Handling Facility
	2.1.1.3 Canister Receipt and Closure Facility 1, Panel 1, Initial Aging
	2.1.1.4 Wet Handling Facility
	2.1.1.5 Additional Facilities Supporting Initial Operation

	2.1.2 Full Operating Capability
	2.1.2.1 Receipt Facility
	2.1.2.2 Canister Receipt and Closure Facilities 2 and 3, Additional Aging


	2.2 Schedule for Waste Receipt and Emplacement
	Figure 2-1. High-Level Project Schedule (Sheet 1 of 3)
	Figure 2-1. High-Level Project Schedule (Sheet 2 of 3)
	Figure 2-1. High-Level Project Schedule (Sheet 3 of 3)
	Figure 2-2. Surface Facilities—Phased Construction
	Figure 2-3. Underground Facilities—Phased Panel Layout


	3. Physical Protection Plan
	3.1 Description and Schedule for Implementation
	3.2 General Performance Objectives
	3.3 Protection Goal and Strategy
	3.4 Security Organization
	3.5 Physical Barrier Subsystems
	3.6 Access Control Subsystems and Procedures
	3.7 Detection, Surveillance, Alarm Subsystems, and Procedures
	3.8 Communication Subsystem
	3.9 Equipment Operability and Compensatory Measures
	3.10 Safeguards Contingency Plan
	3.11 Reporting of Safeguards Events
	3.12 Records Retention
	3.13 General References

	4. Material Control and Accounting Program
	4.1 Material Balance, Inventory, and Record-Keeping Procedures
	4.1.1 Program Provisions and Requirements
	4.1.2 Item Accounting and Physical Inventories
	4.1.3 Quality of Physical Inventories
	4.1.4 Periodic Program Assessment
	4.1.5 Procedures
	4.1.6 Collusion Protection Program
	4.1.7 Records

	4.2 Reports of Accidental Criticality or Loss of Special Nuclear Material
	4.3 Material Status Reports
	4.4 Nuclear Material Transfer Reports
	4.5 General References

	5. Site Characterization
	5.1 Site Characterization Activities
	5.1.1 Site Studies Prior to Development of the Site Characterization Plan
	5.1.2 Performance Allocation
	5.1.3 Overview of the Site Characterization Plan
	5.1.4 Role of the Semiannual Site Characterization Progress Reports
	5.1.5 Description of Pre–Site Characterization and Site Characterization Activities that Resulted in Site Recommendation
	5.1.5.1 Geology
	5.1.5.2 Hydrology
	5.1.5.3 Thermal Testing and Near Field Geochemical Characteristics
	5.1.5.4 Geotechnical Properties
	5.1.5.5 Meteorology and Climatology
	5.1.5.6 Reference Biosphere

	5.1.6 Testing and Monitoring Activities Conducted After the Conclusion of Site Characterization
	5.1.6.1 Geology
	5.1.6.2 Hydrology
	5.1.6.3 Thermal Testing and Near Field Geochemical Characteristics
	5.1.6.4 Geotechnical Properties
	5.1.6.5 Meteorology and Climatology
	5.1.6.6 Air Mass Loading


	5.2 Summary of Site Characterization Results
	5.2.1 Overview of the Geology of the Yucca Mountain Site
	5.2.1.1 Physical Setting of the Repository Site
	5.2.1.2 Stratigraphy
	5.2.1.3 Structural Framework
	5.2.1.3.1 Faults
	5.2.1.3.2 Fractures

	5.2.1.4 Geotechnical Properties of Stratigraphic Units
	5.2.1.5 Tectonic Setting
	5.2.1.5.1 Geomorphic Processes and Erosion Rates
	5.2.1.5.2 Seismicity and Seismic Hazard
	5.2.1.5.3 Volcanism and Volcanic Hazard

	5.2.1.6 Geologic FEPs Used to Estimate Postclosure Performance
	5.2.1.7 Potential Geologic Hazards during the Preclosure Phase
	5.2.1.8 Developments in Geologic Data and Models During Site Characterization

	5.2.2 Overview of the Hydrology of the Yucca Mountain Site
	5.2.2.1 Hydrogeologic Features of the Yucca Mountain Site
	5.2.2.2 Summary of Regional Groundwater Flow System
	5.2.2.2.1 Regional Framework
	5.2.2.2.2 Regional Hydrogeology

	5.2.2.3 Site Hydrology and Conceptual Models
	5.2.2.3.1 Unsaturated Zone Hydrostratigraphy and Hydrology
	5.2.2.3.2 Saturated Zone Hydrostratigraphy and Hydrology

	5.2.2.4 Present Climate and Controlling Influences
	5.2.2.5 Water Quality and Water Use
	5.2.2.6 Water Budget
	5.2.2.7 Surface Water Hydrology
	5.2.2.8 Hydrologic Features and Processes Used to Estimate Postclosure Performance
	5.2.2.9 Potential Hydrologic Hazards during the Preclosure Phase
	5.2.2.10 Developments in Hydrologic Data and Models during Site Characterization

	5.2.3 Geochemical Characteristics of the Yucca Mountain Site
	5.2.3.1 Hydrochemistry of Unsaturated and Saturated Zones
	5.2.3.2 Radionuclide Transport in the Unsaturated and Saturated Zones
	5.2.3.2.1 Solubilities of Key Radionuclides
	5.2.3.2.2 Radionuclide Sorption in the Saturated and Unsaturated Zones

	5.2.3.3 Colloid-Facilitated Transport
	5.2.3.4 Near-Field and In-Drift Chemistry and Hydrology
	5.2.3.4.1 Coupled Processes in the Near-Field Environment
	5.2.3.4.2 Thermal-Hydrologic-Chemical Processes
	5.2.3.4.3 Thermal Hydrology in Repository Host Rock
	5.2.3.4.4 In-Drift Chemistry

	5.2.3.5 Geochemical Processes and Features Used to Estimate Postclosure Performance
	5.2.3.6 Developments in Geochemical Data and Models During Site Characterization

	5.2.4 Overview of Geotechnical Properties of the Yucca Mountain Site
	5.2.4.1 Geotechnical Investigations
	5.2.4.2 Engineering Properties of Soil and Rock
	5.2.4.2.1 Soil Material Properties for Surface Facilities
	5.2.4.2.2 Rock Material Properties for Subsurface Facilities

	5.2.4.3 Geotechnical Features and Processes Used to Estimate Postclosure Performance
	5.2.4.4 Geotechnical Data from Exploratory Excavations

	5.2.5 Overview of the Meteorology and Climatology of the Yucca Mountain Site
	5.2.5.1 Present Climate and Controlling Influences
	5.2.5.2 Description of Local and Regional Meteorological Program Results
	5.2.5.2.1 Local and Regional Precipitation Characteristics
	5.2.5.2.2 Local Temperature Ranges and Extremes
	5.2.5.2.3 Humidity and Evaporation
	5.2.5.2.4 Lightning Characteristics and Frequency
	5.2.5.2.5 Local Wind Characteristics, Including Tornadoes
	5.2.5.2.6 Atmospheric Stability

	5.2.5.3 Paleoclimatology
	5.2.5.3.1 Sequence and Nature of Past Climates

	5.2.5.4 Forecast Timing and Sequence of Future Climates for Use in the TSPA
	5.2.5.5 Paleoclimatology and Climate-Related Processes Used to Estimate Postclosure Performance
	5.2.5.6 Developments in Meteorology and Climate Data and Models during Site Characterization

	5.2.6 Overview of Reference Biosphere and the RMEI
	5.2.6.1 Location and Lifestyle of the RMEI
	5.2.6.2 Summary of Biosphere Pathways
	5.2.6.3 Summary of Biosphere Dose Conversion Factors
	5.2.6.4 Biosphere FEPs Used to Estimate Postclosure Performance
	5.2.6.5 Developments in Biosphere Data and Models during Site Characterization


	5.3 GENERAL REFERENCES
	Table 5-1. Approaches and Main Activities of Unsaturated Zone Testing
	Table 5-2. Unsaturated Zone Testing at Different Locations
	Table 5-3. Generalized Stratigraphic Column of Tertiary Volcanic Rocks in the Vicinity of Yucca Mountain
	Figure 5-1. Schematic Illustration of the Multiple Barrier Repository System
	Figure 5-2. Map Showing Exploration, Monitoring, and Characterization Locations Used for the Yucca Mountain Evaluation
	Figure 5-3. Map Showing Exploration, Monitoring, and Characterization Locations Used for the Yucca Mountain Evaluation
	Figure 5-4. Map Showing Exploration, Monitoring, and Characterization Locations Used for the Yucca Mountain Evaluation
	Figure 5-5. View of Exploratory Studies Facility at the North Ramp Turn
	Figure 5-6. Locations of Exploration Relative to Exploratory Studies Facility and Repository
	Figure 5-7. Southern Great Basin Digital Seismic Network and Contributing Seismic Monitoring Station Locations
	Figure 5-8. Map Showing Locations of Testing Alcoves and Niches in the Exploratory Studies Facility and the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 5-9. Surface Water Data Collection Sites in the Yucca Mountain Vicinity
	Figure 5-10. Location of Boreholes Used to Characterize the Potentiometric Surface in the Yucca Mountain Area
	Figure 5-11. Location of the C-Wells and the Alluvial Testing Complex
	Figure 5-12. Schematic Illustration of Flow Tests in the Exploratory Studies Facility at Yucca Mountain
	Figure 5-13. Location of the Unsaturated Zone Transport Test at Busted Butte and the Large Block Test on Fran Ridge
	Figure 5-14. Schematic Layout of Busted Butte Unsaturated Zone Transport Test
	Figure 5-15. Test Bed for the Alcove 8–Niche 3 Tests
	Figure 5-16. Schematic Illustration of the Crossover Point of ECRB Cross-Drift with the Main Drift
	Figure 5-17. Schematic of the Single Heater Test Layout of the Instrumentation Boreholes
	Figure 5-18. Drift Scale Test As-Built Plan View with Two-Dimensional Coordinates of Key Locations
	Figure 5-19. Temperature (Resistance Temperature Detector) Boreholes of the Drift Scale Test
	Figure 5-20. Meteorological Station Locations Used to Represent Yucca Mountain Present-Day Climate Conditions
	Figure 5-21. Localities Important to Past and Future Climate Estimates in the Yucca Mountain Region
	Figure 5-22. Present-Day Meteorological Stations Used as Future Climate Analogues
	Figure 5-23. Population Distribution within the Amargosa Valley
	Figure 5-24. Magnetic Survey and Anomaly Confirmation Boreholes Map in the Yucca Mountain Region
	Figure 5-25. Surface Water Data Collection Sites Near Yucca Mountain
	Figure 5-26. Location of the C-Wells, Nye County Early Warning Drilling Program Wells, and the Alluvial Testing Complex with Designators on all Boreholes
	Figure 5-27. Location of the Alluvial Testing Complex and EWDP NC-22 Aquifer Testing Locations
	Figure 5-28. Map Showing the Location of Yucca Mountain and Major Physiographic Provinces of the Southwest
	Figure 5-29. Locations and Ages of Post-Miocene (Less than 5.3 Ma) Volcanoes (or Clusters Where Multiple Volcanoes Have Indistinguishable Ages) in the Yucca Mountain Region
	Figure 5-30. Major Lithostratigraphic Unit, Hydrogeologic Unit, Detailed Hydrogeologic Unit, Unsaturated Zone Model Layer, and Thermal-Mechanical Unit Nomenclatures
	Figure 5-31. Stratigraphic Column with Lithostratigraphic Detail for the Repository Host Horizon
	Figure 5-32. Generalized Geologic Map of Yucca Mountain Repository Area
	Figure 5-33. Approximate East–West Geologic Section across Yucca Mountain Site Area (top) along Line of Cross Section in Plan View (bottom)
	Figure 5-34. Selected Structural Features near Yucca Mountain
	Figure 5-35. Known or Suspected Quaternary Faults and Other Notable Faults in the Yucca Mountain Region
	Figure 5-36. Schematic Illustration of the Structure of the Topopah Spring Tuff
	Figure 5-37. Regional Tectonic Domains for Yucca Mountain and Surrounding Environs, Plus Zones of Historical Seismic Activity
	Figure 5-38. Historical Earthquake Epicenters within 100 km of Yucca Mountain
	Figure 5-39. Schematic Showing Conceptual Flow Path From the Repository to the Accessible Environment
	Figure 5-40. Conceptual Drawing of Unsaturated Zone Flow Processes
	Figure 5-41. Central Death Valley Subregion of Death Valley Regional Groundwater System
	Figure 5-42. Surface Water Features in the Yucca Mountain Region
	Figure 5-43. Schematic Diagram of Conceptual Model of Liquid Water Flow through the Unsaturated Zone at Yucca Mountain
	Figure 5-44. Location of Geochemical Groundwater Types and Regional Flow Paths Inferred from Hydrochemical and Isotopic Data
	Figure 5-45. Satellite Image Showing the Yucca Mountain Area, Including the Amargosa Valley, with Details of the Area
	Figure 5-46. Conceptual Illustration of the Setting of the Biosphere in the Context of the Overall Repository System



	SAR Chapter 1: Repository Safety Before Permanent Closure
	LIST OF EFFECTIVE SECTIONS
	Chapter 1 CONTENTS
	Chapter 1 Acronyms
	Symbols and Legends
	Electrical Symbols
	Mechanical Symbols
	Instrumentation Symbols
	Structural Symbols
	Digital Logic and Functional Control Diagram Symbols

	Glossary
	1. Repository Safety before Permanent Closure
	CONTENTS

	1.1 Site Description as It Pertains to Preclosure Safety Analysis
	CONTENTS
	TABLES
	Table 1.1-1. Federal Airways
	Table 1.1-2. Estimates of the Resident Population Located within the 84-km Radiological Monitoring Grid
	Table 1.1-3. Projected Population within the 84-km Grid, 2003 – 2017a
	Table 1.1-4. Projections of Population for Preclosure Operations Perioda
	Table 1.1-5. Projected Distribution by Age Groups for Preclosure Operations Midpoint in 2042, Including Repository-Induced Changes
	Table 1.1-6. Geographic Coordinates of the Meteorological Monitoring Sites
	Table 1.1-7. Parameters Measured at Each Meteorological Monitoring Station (1994 to 2006)
	Table 1.1-8. Sensor Descriptions and Requirements
	Table 1.1-9. System Accuracy Requirements
	Table 1.1-10. Site 1 Climatic Summary for 1994 to 2006
	Table 1.1-11. Site 2 Climatic Summary for 1994 to 2006
	Table 1.1-12. Site 3 Climatic Summary for 1994 to 2006
	Table 1.1-13. Site 4 Climatic Summary for 1994 to 2006
	Table 1.1-14. Site 5 Climatic Summary for 1994 to 2006
	Table 1.1-15. Site 6 Climatic Summary for 1994 to 2006
	Table 1.1-16. Site 7 Climatic Summary for 1994 to 2006
	Table 1.1-17. Site 8 Climatic Summary for 1994 to 2006
	Table 1.1-18. Site 9 Climatic Summary for 1994 to 2006
	Table 1.1-19. Average Annual Total Precipitation
	Table 1.1-20. Annual Total Precipitation at Site 1 from 1994 through 2006
	Table 1.1-21. Annual Average Total Precipitation Ranked by Total Amount for 1999 to 2006
	Table 1.1-22. Precipitation Rate and Frequency Results
	Table 1.1-23. Comparison of 24-Hour Maximum Precipitation from September 21 through 22, 2007, Storm to Values of Previous Maximum Events
	Table 1.1-24. Summary of Mean and Maximum Wind Speeds
	Table 1.1-25. Pasquill Stability Categories Based on Vertical Temperature Differences
	Table 1.1-26. Joint Frequency Distribution of Wind Speed and Direction for All Hours (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-27. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for All Hours (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-28. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for All Hours (1994 to 2006) at Site 2 at 10 m above Ground Level
	Table 1.1-29. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for All Hours (1994 to 1998) at Site 3 at 10 m above Ground Level
	Table 1.1-30. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for All Hours (1994 to 2006) at Site 4 at 10 m above Ground Level
	Table 1.1-31. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for All Hours (1994 to 1998) at Site 5 at 10 m above Ground Level
	Table 1.1-32. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for All Hours (1994 to 1998) at Site 7 at 10 m above Ground Level
	Table 1.1-33. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for All Hours (1994 to 2006) at Site 9 at 10 m above Ground Level
	Table 1.1-34. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Daytime Hours (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-35. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Night Hours (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-36. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Daytime Hours (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-37. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Night Hours (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-38. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Daytime Hours (1994 to 2006) at Site 2 at 10 m above Ground Level
	Table 1.1-39. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Night Hours (1994 to 2006) at Site 2 at 10 m above Ground Level
	Table 1.1-40. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Daytime Hours (1994 to 1998) at Site 3 at 10 m above Ground Level
	Table 1.1-41. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Night Hours (1994 to 1998) at Site 3 at 10 m above Ground Level
	Table 1.1-42. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Daytime Hours (1994 to 2006) at Site 4 at 10 m above Ground Level
	Table 1.1-43. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Night Hours (1994 to 2006) at Site 4 at 10 m above Ground Level
	Table 1.1-44. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Daytime Hours (1994 to 1998) at Site 5 at 10 m above Ground Level
	Table 1.1-45. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Night Hours (1994 to 1998) at Site 5 at 10 m above Ground Level
	Table 1.1-46. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Daytime Hours (1994 to 1998) at Site 7 at 10 m above Ground Level
	Table 1.1-47. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Night Hours (1994 to 1998) at Site 7 at 10 m above Ground Level
	Table 1.1-48. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Daytime Hours (1994 to 2006) at Site 9 at 10 m above Ground Level
	Table 1.1-49. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Night Hours (1994 to 2006) at Site 9 at 10 m above Ground Level
	Table 1.1-50. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category A (Extremely Unstable) (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-51. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category A (Extremely Unstable) (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-52. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category B (Moderately Unstable) (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-53. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category B (Moderately Unstable) (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-54. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category C (Slightly Unstable) (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-55. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category C (Slightly Unstable) (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-56. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category D (Neutral) (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-57. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category D (Neutral) (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-58. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category E (Slightly Stable) (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-59. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category E (Slightly Stable) (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-60. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category F (Moderately Stable) (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-61. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category F (Moderately Stable) (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-62. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category G (Extremely Stable) (1994 to 2006) at Site 1 at 10 m above Ground Level
	Table 1.1-63. Joint Frequency Distribution of Wind Speed and Direction (Decimal Fractions) for Stability Category G (Extremely Stable) (1994 to 2006) at Site 1 at 60 m above Ground Level
	Table 1.1-64. Summary of Pasquill Stability Category Occurrences
	Table 1.1-65. Earthquakes with Mw Greater than 5.0 within 300 km of Yucca Mountain
	Table 1.1-66. Summary of Fault Parameters from Probabilistic Seismic Hazard Assessment Seismic Source Characterization
	Table 1.1-67. Mean Fault Displacement Hazard at Nine Demonstration Sites
	Table 1.1-68. Summary of Deaggregation Results and Reference Earthquakes
	Table 1.1-69. Preclosure Seismic Ground Motions for Design Analyses
	Table 1.1-70. UE-25 RF#1
	Table 1.1-71. UE-25 RF#2
	Table 1.1-72. UE-25 RF#3
	Table 1.1-73. UE-25 RF#3b
	Table 1.1-74. UE-25 RF#4
	Table 1.1-75. UE-25 RF#5
	Table 1.1-76. UE-25 RF#7
	Table 1.1-77. UE-25 RF#7A
	Table 1.1-78. UE-25 RF#8
	Table 1.1-79. UE-25 RF#9
	Table 1.1-80. UE-25 RF#10
	Table 1.1-81. UE-25 RF#11
	Table 1.1-82. Rock Mass Parameters for Nonlithophysal Repository Host Horizon Units Calculated using RocLab
	Table 1.1-83. Summary of In Situ Stresses at the Repository Host Horizon
	Table 1.1-84. Summary of Laboratory Physical Properties Testing of Alluvium from Boreholes UE-25 RF#47 and UE-25 RF#52
	Table 1.1-85. Summary of In-Place Soil Density Tests and Relative Density
	Table 1.1-86. Median, 16th Percentile, and 84th Percentile of Seismic Wave Velocities in Each Stratigraphic Unit from Free-Free Resonant Column Tests
	Table 1.1-87. Median, 16th Percentile and 84th Percentile of Material Damping Ratios in Each Stratigraphic Unit
	Table 1.1-88. Measured Radionuclide Concentrations at Gate 510 Air Sampling Station

	FIGURES
	Figure 1.1-1. Site Boundary
	Figure 1.1-2. Boundaries of Surface Geologic Repository Operations Area at Maximum Extent of the Restricted Area
	Figure 1.1-3. Surface Geologic Repository Operations Area Showing Changes of Restricted Area and Protected Area during Phased Repository Development
	Figure 1.1-4. Map Showing the Location of Yucca Mountain Site
	Figure 1.1-5. Topography and Drainage System in the Vicinity of the Repository
	Figure 1.1-6. Nevada Test Site Regional Location Map
	Figure 1.1-7. 100-mi Regional Airspace Setting Surrounding Yucca Mountain
	Figure 1.1-8. Military Airports, Military Training Routes, and Navigation Aids in the Regional Setting
	Figure 1.1-9. Civilian Airports, Airways, and Navigation Aids in the Regional Setting
	Figure 1.1-10. Transmission Lines in the Vicinity of the Repository
	Figure 1.1-11. Population Distribution within the Demographic Study Area (84-km Radiological Monitoring Grid)
	Figure 1.1-12. Yucca Mountain Meteorological Stations
	Figure 1.1-13. Locations of the Regional Meteorological Stations
	Figure 1.1-14. Wind Rose for Site 1 at 10 m above Ground Level for All Hours (1994 to 2006)
	Figure 1.1-15. Wind Rose for Site 1 at 60 m above Ground Level for All Hours (1994 to 2006)
	Figure 1.1-16. Wind Rose for Site 2 at 10 m above Ground Level for All Hours (1994 to 2006)
	Figure 1.1-17. Wind Rose for Site 3 at 10 m above Ground Level for All Hours (1994 to 1998)
	Figure 1.1-18. Wind Rose for Site 4 at 10 m above Ground Level for All Hours (1994 to 2006)
	Figure 1.1-19. Wind Rose for Site 5 at 10 m above Ground Level for All Hours (1994 to 1998)
	Figure 1.1-20. Wind Rose for Site 7 at 10 m above Ground Level for All Hours (1994 to 1998)
	Figure 1.1-21. Wind Rose for Site 9 at 10 m above Ground Level for All Hours (1994 to 2006)
	Figure 1.1-22. Wind Rose for Site 1 at 10 m above Ground Level for Daylight Hours (1994 to 2006)
	Figure 1.1-23. Wind Rose for Site 1 at 10 m above Ground Level for Night Hours (1994 to 2006)
	Figure 1.1-24. Wind Rose for Site 1 at 60 m above Ground Level for Daylight Hours (1994 to 2006)
	Figure 1.1-25. Wind Rose for Site 1 at 60 m above Ground Level for Night Hours (1994 to 2006)
	Figure 1.1-26. Wind Rose for Site 2 at 10 m above Ground Level for Daylight Hours (1994 to 2006)
	Figure 1.1-27. Wind Rose for Site 2 at 10 m above Ground Level for Night Hours (1994 to 2006)
	Figure 1.1-28. Wind Rose for Site 3 at 10 m above Ground Level for Daylight Hours (1994 to 1998)
	Figure 1.1-29. Wind Rose for Site 3 at 10 m above Ground Level for Night Hours (1994 to 1998)
	Figure 1.1-30. Wind Rose for Site 4 at 10 m above Ground Level for Daylight Hours (1994 to 2006)
	Figure 1.1-31. Wind Rose for Site 4 at 10 m above Ground Level for Night Hours (1994 to 2006)
	Figure 1.1-32. Wind Rose for Site 5 at 10 m above Ground Level for Daylight Hours (1994 to 1998)
	Figure 1.1-33. Wind Rose for Site 5 at 10 m above Ground Level for Night Hours (1994 to 1998)
	Figure 1.1-34. Wind Rose for Site 7 at 10 m above Ground Level for Daylight Hours (1994 to 1998)
	Figure 1.1-35. Wind Rose for Site 7 at 10 m above Ground Level for Night Hours (1994 to 1998)
	Figure 1.1-36. Wind Rose for Site 9 at 10 m above Ground Level for Daylight Hours (1994 to 2006)
	Figure 1.1-37. Wind Rose for Site 9 at 10 m above Ground Level for Night Hours (1994 to 2006)
	Figure 1.1-38. Wind Rose for Stability Category A at Site 1 at 10 m above Ground Level (1994 to 2006)
	Figure 1.1-39. Wind Rose for Stability Category A at Site 1 at 60 m above Ground Level (1994 to 2006)
	Figure 1.1-40. Wind Rose for Stability Category B at Site 1 at 10 m above Ground Level (1994 to 2006)
	Figure 1.1-41. Wind Rose for Stability Category B at Site 1 at 60 m above Ground Level (1994 to 2006)
	Figure 1.1-42. Wind Rose for Stability Category C at Site 1 at 10 m above Ground Level (1994 to 2006)
	Figure 1.1-43. Wind Rose for Stability Category C at Site 1 at 60 m above Ground Level (1994 to 2006)
	Figure 1.1-44. Wind Rose for Stability Category D at Site 1 at 10 m above Ground Level (1994 to 2006)
	Figure 1.1-45. Wind Rose for Stability Category D at Site 1 at 60 m above Ground Level (1994 to 2006)
	Figure 1.1-46. Wind Rose for Stability Category E at Site 1 at 10 m above Ground Level (1994 to 2006)
	Figure 1.1-47. Wind Rose for Stability Category E at Site 1 at 60 m above Ground Level (1994 to 2006)
	Figure 1.1-48. Wind Rose for Stability Category F at Site 1 at 10 m above Ground Level (1994 to 2006)
	Figure 1.1-49. Wind Rose for Stability Category F at Site 1 at 60 m above Ground Level (1994 to 2006)
	Figure 1.1-50. Wind Rose for Stability Category G at Site 1 at 10 m above Ground Level (1994 to 2006)
	Figure 1.1-51. Wind Rose for Stability Category G at Site 1 at 60 m above Ground Level (1994 to 2006)
	Figure 1.1-52. Surface Water Features in the Yucca Mountain Region
	Figure 1.1-53. Surface Water Data Collection Sites Near Yucca Mountain
	Figure 1.1-54. Surface Water Data Collection Sites in the Yucca Mountain Vicinity
	Figure 1.1-55. Inferred Groundwater Flow Paths in the Central Death Valley Subregion
	Figure 1.1-56. Locations of Pre-2004 Exploration Relative to Exploratory Studies Facility and Repository
	Figure 1.1-57. Inundation Surface for No-Mitigation Scenario
	Figure 1.1-58. Inundation Surface around South Portal
	Figure 1.1-59. Generalized Geologic Map of Yucca Mountain Repository Area
	Figure 1.1-60. Stratigraphic Column with Lithostratigraphic Detail for the Repository Host Horizon
	Figure 1.1-61. Fault Traces Used in the Geologic Framework Model
	Figure 1.1-62. Locations of Boreholes
	Figure 1.1-63. Locations of Measured Sections, Gravity Profiles, and Seismic Profiles
	Figure 1.1-64. Generalized Geologic Map of the Surface Geologic Repository Operations Area, Including Exile Hill
	Figure 1.1-65. Surface Geologic Repository Operations Area Geologic Cross Section G-G¢, Looking Northwest
	Figure 1.1-66. Surface Geologic Repository Operations Area Geologic Cross Section A-A¢, Looking South
	Figure 1.1-67. Surface Geologic Repository Operations Area Geologic Cross Section C-C¢, Looking West
	Figure 1.1-68. Historical Earthquake Epicenters within 300 km of Yucca Mountain
	Figure 1.1-69. Historical Earthquake Epicenters within 100 km of Yucca Mountain
	Figure 1.1-70. Focal Depth Distribution of Earthquakes in the Yucca Mountain Vicinity for the Period October 1, 1999, to September 30, 2000
	Figure 1.1-71. Focal Mechanisms for Earthquakes in the Vicinity of Yucca Mountain
	Figure 1.1-72. Seismicity at Yucca Mountain from October 1, 1995, to September 30, 2002
	Figure 1.1-73. Known or Suspected Quaternary Faults and Other Notable Faults in the Yucca Mountain Region
	Figure 1.1-74. Hazard Curves at Reference Rock Outcrop for Peak Horizontal Ground Acceleration and 1 Hz Horizontal Spectral Acceleration
	Figure 1.1-75. Deaggregation of Mean Seismic Hazard for Horizontal Spectral Acceleration at 10-4 Annual Exceedance Probability for the Reference Rock Outcrop
	Figure 1.1-76. Example Summary Fault Displacement Hazard Curves for Yucca Mountain
	Figure 1.1-77. Schematic Representation of Development of Supplemental Ground Motions
	Figure 1.1-78. Schematic Representation of the Locations for Which Seismic Input Ground Motions are Developed
	Figure 1.1-79. Conditioned and Unconditioned Reference Rock Outcrop Mean Horizontal Peak Ground Velocity Hazard Curves
	Figure 1.1-80. Conditioned and Unconditioned Reference Rock Outcrop Mean Horizontal Peak Ground Acceleration Hazard Curves
	Figure 1.1-81. Reference Rock Outcrop Uniform Hazard Spectra Based on the Extreme-Stress-Drop and Shear-Strain-Threshold Conditioned and Unconditioned Hazard for an Annual Probability of Exceedance of 10-3
	Figure 1.1-82. Reference Rock Outcrop Uniform Hazard Spectra Based on the Extreme-Stress-Drop and Shear-Strain-Threshold Conditioned and Unconditioned Hazard for an Annual Probability of Exceedance of 10-4
	Figure 1.1-83. Reference Rock Outcrop Uniform Hazard Spectra Based on the Extreme-Stress-Drop and Shear-Strain-Threshold Conditioned and Unconditioned Hazard for an Annual Probability of Exceedance of 10-5
	Figure 1.1-84. Reference Rock Outcrop Uniform Hazard Spectra Based on the Extreme-Stress-Drop and Shear-Strain-Threshold Conditioned and Unconditioned Hazard for an Annual Probability of Exceedance of 10-6
	Figure 1.1-85. Reference Rock Outcrop Uniform Hazard Spectra Based on the Extreme-Stress-Drop and Shear-Strain-Threshold Conditioned and Unconditioned Hazard for an Annual Probability of Exceedance of 10-7
	Figure 1.1-86. Reference Rock Outcrop Uniform Hazard Spectra Based on the Extreme-Stress-Drop and Shear-Strain-Threshold Conditioned and Unconditioned Hazard for an Annual Probability of Exceedance of 10-8
	Figure 1.1-87. Representative Control Motion Response Spectra for Site Response Modeling
	Figure 1.1-88. Mean Horizontal and Vertical Seismic Hazard Curves for Peak Ground Acceleration at the Surface Geologic Repository Operations Area
	Figure 1.1-89. Mean Horizontal Seismic Hazard Curve for Peak Ground Velocity at the Surface Geologic Repository Operations Area
	Figure 1.1-90. Surface Geologic Repository Operations Area 5%-Damped Horizontal Design Spectra for 10–3, 5 × 10–4, and 10–4 Annual Probabilities of Exceedance
	Figure 1.1-91. Surface Geologic Repository Operations Area 5%-Damped Vertical Design Spectra for 10-3, 5 × 10-4, and 10-4 Annual Probabilities of Exceedance
	Figure 1.1-92. Horizontal and Vertical 5%-Damped Design Spectra at 10-3 Annual Probability of Exceedance at the Repository Block
	Figure 1.1-93. Horizontal and Vertical 5%-Damped Design Spectra at 5 × 10-4 Annual Probability of Exceedance at the Repository Block
	Figure 1.1-94. Horizontal and Vertical 5%-Damped Design Spectra at 10-4 Annual Probability of Exceedance at the Repository Block
	Figure 1.1-95. Geologic Log of Drill Hole UE-25 RF#13 (Sheet 1 of 8)
	Figure 1.1-95. Geologic Log of Drill Hole UE-25 RF#13 (Sheet 2 of 8)
	Figure 1.1-95. Geologic Log of Drill Hole UE-25 RF#13 (Sheet 3 of 8)
	Figure 1.1-95. Geologic Log of Drill Hole UE-25 RF#13 (Sheet 4 of 8)
	Figure 1.1-95. Geologic Log of Drill Hole UE-25 RF#13 (Sheet 5 of 8)
	Figure 1.1-95. Geologic Log of Drill Hole UE-25 RF#13 (Sheet 6 of 8)
	Figure 1.1-95. Geologic Log of Drill Hole UE-25 RF#13 (Sheet 7 of 8)
	Figure 1.1-95. Geologic Log of Drill Hole UE-25 RF#13 (Sheet 8 of 8)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 1 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 2 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 3 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 4 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 5 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 6 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 7 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 8 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 9 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 10 of 11)
	Figure 1.1-96. Geologic Log of Drill Hole UE-25 RF#14 (Sheet 11 of 11)
	Figure 1.1-97. Geologic Log of Drill Hole UE-25 RF#15 (Sheet 1 of 7)
	Figure 1.1-97. Geologic Log of Drill Hole UE-25 RF#15 (Sheet 2 of 7)
	Figure 1.1-97. Geologic Log of Drill Hole UE-25 RF#15 (Sheet 3 of 7)
	Figure 1.1-97. Geologic Log of Drill Hole UE-25 RF#15 (Sheet 4 of 7)
	Figure 1.1-97. Geologic Log of Drill Hole UE-25 RF#15 (Sheet 5 of 7)
	Figure 1.1-97. Geologic Log of Drill Hole UE-25 RF#15 (Sheet 6 of 7)
	Figure 1.1-97. Geologic Log of Drill Hole UE-25 RF#15 (Sheet 7 of 7)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 1 of 9)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 2 of 9)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 3 of 9)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 4 of 9)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 5 of 9)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 6 of 9)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 7 of 9)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 8 of 9)
	Figure 1.1-98. Geologic Log of Drill Hole UE-25 RF#16 (Sheet 9 of 9)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 1 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 2 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 3 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 4 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 5 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 6 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 7 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 8 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 9 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 10 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 11 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 12 of 13)
	Figure 1.1-99. Geologic Log of Drill Hole UE-25 RF#17 (Sheet 13 of 13)
	Figure 1.1-100. Geologic Log of Drill Hole UE-25 RF#18 (Sheet 1 of 6)
	Figure 1.1-100. Geologic Log of Drill Hole UE-25 RF#18 (Sheet 2 of 6)
	Figure 1.1-100. Geologic Log of Drill Hole UE-25 RF#18 (Sheet 3 of 6)
	Figure 1.1-100. Geologic Log of Drill Hole UE-25 RF#18 (Sheet 4 of 6)
	Figure 1.1-100. Geologic Log of Drill Hole UE-25 RF#18 (Sheet 5 of 6)
	Figure 1.1-100. Geologic Log of Drill Hole UE-25 RF#18 (Sheet 6 of 6)
	Figure 1.1-101. Geologic Log of Drill Hole UE-25 RF#19 (Sheet 1 of 7)
	Figure 1.1-101. Geologic Log of Drill Hole UE-25 RF#19 (Sheet 2 of 7)
	Figure 1.1-101. Geologic Log of Drill Hole UE-25 RF#19 (Sheet 3 of 7)
	Figure 1.1-101. Geologic Log of Drill Hole UE-25 RF#19 (Sheet 4 of 7)
	Figure 1.1-101. Geologic Log of Drill Hole UE-25 RF#19 (Sheet 5 of 7)
	Figure 1.1-101. Geologic Log of Drill Hole UE-25 RF#19 (Sheet 6 of 7)
	Figure 1.1-101. Geologic Log of Drill Hole UE-25 RF#19 (Sheet 7 of 7)
	Figure 1.1-102. Geologic Log of Drill Hole UE-25 RF#20 (Sheet 1 of 3)
	Figure 1.1-102. Geologic Log of Drill Hole UE-25 RF#20 (Sheet 2 of 3)
	Figure 1.1-102. Geologic Log of Drill Hole UE-25 RF#20 (Sheet 3 of 3)
	Figure 1.1-103. Geologic Log of Drill Hole UE-25 RF#21 (Sheet 1 of 3)
	Figure 1.1-103. Geologic Log of Drill Hole UE-25 RF#21 (Sheet 2 of 3)
	Figure 1.1-103. Geologic Log of Drill Hole UE-25 RF#21 (Sheet 3 of 3)
	Figure 1.1-104. Geologic Log of Drill Hole UE-25 RF#22 (Sheet 1 of 6)
	Figure 1.1-104. Geologic Log of Drill Hole UE-25 RF#22 (Sheet 2 of 6)
	Figure 1.1-104. Geologic Log of Drill Hole UE-25 RF#22 (Sheet 3 of 6)
	Figure 1.1-104. Geologic Log of Drill Hole UE-25 RF#22 (Sheet 4 of 6)
	Figure 1.1-104. Geologic Log of Drill Hole UE-25 RF#22 (Sheet 5 of 6)
	Figure 1.1-104. Geologic Log of Drill Hole UE-25 RF#22 (Sheet 6 of 6)
	Figure 1.1-105. Geologic Log of Drill Hole UE-25 RF#23 (Sheet 1 of 3)
	Figure 1.1-105. Geologic Log of Drill Hole UE-25 RF#23 (Sheet 2 of 3)
	Figure 1.1-105. Geologic Log of Drill Hole UE-25 RF#23 (Sheet 3 of 3)
	Figure 1.1-106. Geologic Log of Drill Hole UE-25 RF#24 (Sheet 1 of 4)
	Figure 1.1-106. Geologic Log of Drill Hole UE-25 RF#24 (Sheet 2 of 4)
	Figure 1.1-106. Geologic Log of Drill Hole UE-25 RF#24 (Sheet 3 of 4)
	Figure 1.1-106. Geologic Log of Drill Hole UE-25 RF#24 (Sheet 4 of 4)
	Figure 1.1-107. Geologic Log of Drill Hole UE-25 RF#25 (Sheet 1 of 3)
	Figure 1.1-107. Geologic Log of Drill Hole UE-25 RF#25 (Sheet 2 of 3)
	Figure 1.1-107. Geologic Log of Drill Hole UE-25 RF#25 (Sheet 3 of 3)
	Figure 1.1-108. Geologic Log of Drill Hole UE-25 RF#26 (Sheet 1 of 4)
	Figure 1.1-108. Geologic Log of Drill Hole UE-25 RF#26 (Sheet 2 of 4)
	Figure 1.1-108. Geologic Log of Drill Hole UE-25 RF#26 (Sheet 3 of 4)
	Figure 1.1-108. Geologic Log of Drill Hole UE-25 RF#26 (Sheet 4 of 4)
	Figure 1.1-109. Geologic Log of Drill Hole UE-25 RF#28 (Sheet 1 of 2)
	Figure 1.1-109. Geologic Log of Drill Hole UE-25 RF#28 (Sheet 2 of 2)
	Figure 1.1-110. Geologic Log of Drill Hole UE-25 RF#29 (Sheet 1 of 5)
	Figure 1.1-110. Geologic Log of Drill Hole UE-25 RF#29 (Sheet 2 of 5)
	Figure 1.1-110. Geologic Log of Drill Hole UE-25 RF#29 (Sheet 3 of 5)
	Figure 1.1-110. Geologic Log of Drill Hole UE-25 RF#29 (Sheet 4 of 5)
	Figure 1.1-110. Geologic Log of Drill Hole UE-25 RF#29 (Sheet 5 of 5)
	Figure 1.1-111. Geologic Log of Drill Hole UE-25 RF#42 (Sheet 1 of 3)
	Figure 1.1-111. Geologic Log of Drill Hole UE-25 RF#42 (Sheet 2 of 3)
	Figure 1.1-111. Geologic Log of Drill Hole UE-25 RF#42 (Sheet 3 of 3)
	Figure 1.1-112. Geologic Log of Drill Hole UE-25 RF#43 (Sheet 1 of 2)
	Figure 1.1-112. Geologic Log of Drill Hole UE-25 RF#43 (Sheet 2 of 2)
	Figure 1.1-113. Geologic Log of Drill Hole UE-25 RF#44 (Sheet 1 of 3)
	Figure 1.1-113. Geologic Log of Drill Hole UE-25 RF#44 (Sheet 2 of 3)
	Figure 1.1-113. Geologic Log of Drill Hole UE-25 RF#44 (Sheet 3 of 3)
	Figure 1.1-114. Geologic Log of Drill Hole UE-25 RF#45 (Sheet 1 of 3)
	Figure 1.1-114. Geologic Log of Drill Hole UE-25 RF#45 (Sheet 2 of 3)
	Figure 1.1-114. Geologic Log of Drill Hole UE-25 RF#45 (Sheet 3 of 3)
	Figure 1.1-115. Geologic Log of Drill Hole UE-25 RF#46 (Sheet 1 of 2)
	Figure 1.1-115. Geologic Log of Drill Hole UE-25 RF#46 (Sheet 2 of 2)
	Figure 1.1-116. Geologic Log of Drill Hole UE-25 RF#47 (Sheet 1 of 3)
	Figure 1.1-116. Geologic Log of Drill Hole UE-25 RF#47 (Sheet 2 of 3)
	Figure 1.1-116. Geologic Log of Drill Hole UE-25 RF#47 (Sheet 3 of 3)
	Figure 1.1-117. Geologic Log of Drill Hole UE-25 RF#48 (Sheet 1 of 3)
	Figure 1.1-117. Geologic Log of Drill Hole UE-25 RF#48 (Sheet 2 of 3)
	Figure 1.1-117. Geologic Log of Drill Hole UE-25 RF#48 (Sheet 3 of 3)
	Figure 1.1-118. Geologic Log of Drill Hole UE-25 RF#49 (Sheet 1 of 3)
	Figure 1.1-118. Geologic Log of Drill Hole UE-25 RF#49 (Sheet 2 of 3)
	Figure 1.1-118. Geologic Log of Drill Hole UE-25 RF#49 (Sheet 3 of 3)
	Figure 1.1-119. Geologic Log of Drill Hole UE-25 RF#50 (Sheet 1 of 3)
	Figure 1.1-119. Geologic Log of Drill Hole UE-25 RF#50 (Sheet 2 of 3)
	Figure 1.1-119. Geologic Log of Drill Hole UE-25 RF#50 (Sheet 3 of 3)
	Figure 1.1-120. Geologic Log of Drill Hole UE-25 RF#51 (Sheet 1 of 3)
	Figure 1.1-120. Geologic Log of Drill Hole UE-25 RF#51 (Sheet 2 of 3)
	Figure 1.1-120. Geologic Log of Drill Hole UE-25 RF#51 (Sheet 3 of 3)
	Figure 1.1-121. Geologic Log of Drill Hole UE-25 RF#52 (Sheet 1 of 3)
	Figure 1.1-121. Geologic Log of Drill Hole UE-25 RF#52 (Sheet 2 of 3)
	Figure 1.1-121. Geologic Log of Drill Hole UE-25 RF#52 (Sheet 3 of 3)
	Figure 1.1-122. Geologic Log of Drill Hole UE-25 RF#53 (Sheet 1 of 3)
	Figure 1.1-122. Geologic Log of Drill Hole UE-25 RF#53 (Sheet 2 of 3)
	Figure 1.1-122. Geologic Log of Drill Hole UE-25 RF#53 (Sheet 3 of 3)
	Figure 1.1-123. Geologic Log of Drill Hole UE-25 RF#54 (Sheet 1 of 4)
	Figure 1.1-123. Geologic Log of Drill Hole UE-25 RF#54 (Sheet 2 of 4)
	Figure 1.1-123. Geologic Log of Drill Hole UE-25 RF#54 (Sheet 3 of 4)
	Figure 1.1-123. Geologic Log of Drill Hole UE-25 RF#54 (Sheet 4 of 4)
	Figure 1.1-124. Geologic Log of Drill Hole UE-25 RF#55 (Sheet 1 of 3)
	Figure 1.1-124. Geologic Log of Drill Hole UE-25 RF#55 (Sheet 2 of 3)
	Figure 1.1-124. Geologic Log of Drill Hole UE-25 RF#55 (Sheet 3 of 3)
	Figure 1.1-125. Geologic Log of Drill Hole UE-25 RF#56 (Sheet 1 of 5)
	Figure 1.1-125. Geologic Log of Drill Hole UE-25 RF#56 (Sheet 2 of 5)
	Figure 1.1-125. Geologic Log of Drill Hole UE-25 RF#56 (Sheet 3 of 5)
	Figure 1.1-125. Geologic Log of Drill Hole UE-25 RF#56 (Sheet 4 of 5)
	Figure 1.1-125. Geologic Log of Drill Hole UE-25 RF#56 (Sheet 5 of 5)
	Figure 1.1-126. Geologic Log of Drill Hole UE-25 RF#58 (Sheet 1 of 3)
	Figure 1.1-126. Geologic Log of Drill Hole UE-25 RF#58 (Sheet 2 of 3)
	Figure 1.1-126. Geologic Log of Drill Hole UE-25 RF#58 (Sheet 3 of 3)
	Figure 1.1-127. Geologic Log of Drill Hole UE-25 RF#59 (Sheet 1 of 4)
	Figure 1.1-127. Geologic Log of Drill Hole UE-25 RF#59 (Sheet 2 of 4)
	Figure 1.1-127. Geologic Log of Drill Hole UE-25 RF#59 (Sheet 3 of 4)
	Figure 1.1-127. Geologic Log of Drill Hole UE-25 RF#59 (Sheet 4 of 4)
	Figure 1.1-128. Geologic Log of Drill Hole UE-25 RF#60 (Sheet 1 of 4)
	Figure 1.1-128. Geologic Log of Drill Hole UE-25 RF#60 (Sheet 2 of 4)
	Figure 1.1-128. Geologic Log of Drill Hole UE-25 RF#60 (Sheet 3 of 4)
	Figure 1.1-128. Geologic Log of Drill Hole UE-25 RF#60 (Sheet 4 of 4)
	Figure 1.1-129. Repository Facilities Borehole and Test Pit Locations
	Figure 1.1-130. Alluvium Thickness Contour Map of Midway Valley
	Figure 1.1-131. Comparison of Original and Updated Shear Modulus and Hysteretic Damping Curves for Tuff
	Figure 1.1-132. Comparison of Original and Updated Shear Modulus and Hysteretic Damping Curves for Surface GROA Alluvium
	Figure 1.1-133. 2004 and 2007 Smoothed Surface GROA Base Case VS Profiles for Tuff
	Figure 1.1-134. Spectral Analysis of Surface Waves Surveys in the Vicinity of the Repository Block
	Figure 1.1-135. Comparison of 2004 and 2007 Smoothed Repository Block Base Case VS Profiles
	Figure 1.1-136. Individual Profiles and Statistical Analysis of 24 Spectral Analysis of Surface Wave Tests Performed Around the Mountain Area
	Figure 1.1-137. Individual Profiles and Statistical Analysis of 18 Spectral Analysis of Surface Wave Tests Performed Around the Mountain Area
	Figure 1.1-138. Distribution of VS Velocities from Spectral Analysis of Surface Wave Testing by Geologic Unit
	Figure 1.1-139. Distribution of Spectral Analysis Of Surface Wave Velocities by Underground Geologic Units
	Figure 1.1-140. Comparison of VS Ranges between Surface and Tunnel Spectral Analysis of Surface Wave Test Sites Based on Geologic Units
	Figure 1.1-141. Location of Pre-2004 Geophysical Surveys Relative to the Surface Geologic Repository Operations Area
	Figure 1.1-142. Spectral Analysis of Surface Waves Testing in the Vicinity of the Surface GROA in 2004 and 2005
	Figure 1.1-143. Individual Profiles and Statistical Analyses of 18 Spectral Analysis of Surface Waves Tests Performed in the Vicinity of the Surface GROA
	Figure 1.1-144. Individual Profiles and Statistical Analyses of Spectral Analysis of Surface Waves Tests Performed at Surface GROA Without Site NPF 28 and Without Bottom Portions of VS profiles for Sites NPF 2 and 14 and NPF 3 and 9 below 900 ft
	Figure 1.1-145. Locations of Pre-2004 Boreholes and Test Pits Relative to the Surface Geologic Repository Operations Area
	Figure 1.1-146. Variation of Shear Wave Velocity with Total Unit Weight of the Thirty-Three Tuff Specimens from Stratigraphic Units below Tiva Canyon Tuff; VS Measured at the Unconfined State in the Resonant Column Test
	Figure 1.1-147. Summary Profile of Shear Wave Velocity versus Depth from Free-Free Resonant Column Tests
	Figure 1.1-148. Summary Profile of Unconstrained Compression Wave Velocity versus Depth from Free-Free Resonant Column Tests
	Figure 1.1-149. Summary Profile of Constrained Compression Wave Velocity versus Depth from Free-Free Resonant Column Tests
	Figure 1.1-150. Summary Profile of Material Damping Ratio in Shear versus Depth from Free-Free Resonant Column Tests
	Figure 1.1-151. Summary Profile of Material Damping Ratio in Unconstrained Compression versus Depth from Free-Free Resonant Column Tests
	Figure 1.1-152. Miocene and Post-Miocene Basaltic Vent Locations in the Yucca Mountain Region
	Figure 1.1-153. Locations of Boreholes Used for Characterizing Subsurface Mineralogy
	Figure 1.1-154. Yucca Mountain Repository Proposed Land Withdrawal Area
	Figure 1.1-155. Yucca Mountain Structures and Facilities

	1.1.1 Site Geography
	1.1.1.1 Repository Boundaries
	1.1.1.1.1 Site
	1.1.1.1.2 Controlled Area
	1.1.1.1.3 General Environment
	1.1.1.1.4 Geologic Repository Operations Area
	1.1.1.1.5 Control Points

	1.1.1.2 Natural Features
	1.1.1.3 Man-Made Features
	1.1.1.3.1 Nevada Test Site
	1.1.1.3.2 Airspace and Related Facilities and Activities
	1.1.1.3.3 Military, Federal, and Civilian Airports and Airfields
	1.1.1.3.4 Roads
	1.1.1.3.5 Railroads
	1.1.1.3.6 Potentially Hazardous Commercial Operations and Manufacturing Centers
	1.1.1.3.7 Transmission Lines


	1.1.2 Regional Demography
	1.1.2.1 Demographic Study Area
	1.1.2.2 Population Centers
	1.1.2.3 Population Projections

	1.1.3 Local Meteorology and Regional Climatology
	1.1.3.1 Meteorological Monitoring
	1.1.3.1.1 General Site Exposure and Monitoring Stations
	1.1.3.1.2 Local Instrument Exposure
	1.1.3.1.3 Meteorological Sensors
	1.1.3.1.4 Onsite Data Recording
	1.1.3.1.5 Instrument Surveillance
	1.1.3.1.6 Data Acquisition and Reduction

	1.1.3.2 Data Summary
	1.1.3.2.1 Precipitation
	1.1.3.2.2 Wind Speed
	1.1.3.2.3 Temperature
	1.1.3.2.4 Atmospheric Humidity
	1.1.3.2.5 Solar Radiation
	1.1.3.2.6 Barometric Pressure

	1.1.3.3 Atmospheric Dispersion Characteristics
	1.1.3.4 Atmospheric Stability
	1.1.3.5 Meteorological Summary
	1.1.3.6 Severe Weather Characteristics
	1.1.3.6.1 Tornadoes
	1.1.3.6.2 Thunderstorms and Lightning Strikes
	1.1.3.6.3 Sandstorms
	1.1.3.6.4 Snowfall


	1.1.4 Regional and Local Surface and Groundwater Hydrology
	1.1.4.1 Surface Water Hydrology
	1.1.4.1.1 Regional Surface Water Hydrology
	1.1.4.1.2 Local Surface Water Hydrology

	1.1.4.2 Groundwater Hydrology
	1.1.4.2.1 Regional Groundwater Flow System
	1.1.4.2.2 Water Use in the Region
	1.1.4.2.3 Local Groundwater Hydrology

	1.1.4.3 Hydrologic Engineering Studies for Surface Facilities
	1.1.4.3.1 Probable Maximum Precipitation Determination
	1.1.4.3.2 Probable Maximum Flood Flow Characteristics


	1.1.5 Site Geology and Seismology
	1.1.5.1 Site Geology
	1.1.5.1.1 Site Stratigraphy
	1.1.5.1.2 Site Structural Geology
	1.1.5.1.3 Fractures
	1.1.5.1.4 Subsurface Conditions at the Surface Geologic Repository Operations Area

	1.1.5.2 Site Seismology
	1.1.5.2.1 Historical Seismicity of the Yucca Mountain Region
	1.1.5.2.2 Quaternary Paleoseismic Data
	1.1.5.2.3 Vibratory Ground Motion Information
	1.1.5.2.4 Probabilistic Seismic Hazard Analysis
	1.1.5.2.5 Ground Motion Input Evaluation
	1.1.5.2.6 Ground Motion Inputs
	1.1.5.2.7 Seismic Design Data for Preclosure Facilities

	1.1.5.3 Geotechnical Properties and Conditions
	1.1.5.3.1 Underground Facilities
	1.1.5.3.2 Surface Facilities


	1.1.6 Igneous Activity
	1.1.6.1 Location of Volcanism in the Yucca Mountain Region
	1.1.6.1.1 Characteristics of Basaltic Volcanism in the Yucca Mountain Area
	1.1.6.1.2 Simultaneous Seismic Activity and Volcanic Eruption

	1.1.6.2 Probabilistic Volcanic Hazard Analysis
	1.1.6.3 Potential Hazard from Ash Fall

	1.1.7 Site Geomorphology
	1.1.7.1 Geomorphic Information and Tectonic Activity
	1.1.7.1.1 Geomorphic Information Related to Faulting
	1.1.7.1.2 Geomorphic Information Related to Volcanism

	1.1.7.2 Variability in Quaternary Processes
	1.1.7.2.1 Erosion and Deposition in the Present Climate
	1.1.7.2.2 Potential for Future Erosion and Deposition at Yucca Mountain


	1.1.8 Geochemistry
	1.1.8.1 Introduction
	1.1.8.2 Geochemical Composition of Subsurface Waters
	1.1.8.3 Geochemical Conditions in the Preclosure Emplacement Drift Environment
	1.1.8.4 Geochemical Alteration to Host-Rock Properties Environment
	1.1.8.4.1 Potential Geochemical Alteration Due to Heating
	1.1.8.4.2 Potential Geochemical Alteration Due to Other Processes
	1.1.8.4.3 Summary of Effects from Preclosure Geochemical Alteration on Host-Rock Properties


	1.1.9 Land Use, Structures and Facilities, and Residual Radioactivity
	1.1.9.1 Previous Land Uses within the Land Withdrawal Area
	1.1.9.1.1 Mining Claims
	1.1.9.1.2 MX Missile
	1.1.9.1.3 Army Ballistics Research Laboratory Test Range
	1.1.9.1.4 Borehole USW G-3
	1.1.9.1.5 Concrete Batch Plant

	1.1.9.2 Previous Land Uses in the Vicinity of the Proposed Land Withdrawal Area
	1.1.9.2.1 X-Tunnel
	1.1.9.2.2 Nevada Test Site Nuclear Testing

	1.1.9.3 Location and Description of Existing Man-Made Structures or Facilities
	1.1.9.3.1 Mining Facilities
	1.1.9.3.2 Yucca Mountain Facilities Within the Land Withdrawal Area

	1.1.9.4 Identification of Residual Radiation

	1.1.10 General References

	1.2 Surface Facility Structures, Systems, and Components and Operational Process Activities
	CONTENTS

	1.2.1 Surface Operations Overview
	CONTENTS
	TABLES
	Table 1.2.1-1. Surface Facility Analyzed Throughput over Preclosure Period
	Table 1.2.1-2. Postclosure Procedural Safety Controls for Intrasite and Non-Facility Specific Controlling Parameters
	Table 1.2.1-3. Preclosure Procedural Safety Controls

	FIGURES
	Figure 1.2.1-1. Geologic Repository Operations Area Site Plan
	Figure 1.2.1-2. Geologic Repository Operations Area North Portal Site Plan
	Figure 1.2.1-3. Overview of Surface Operations
	Figure 1.2.1-4. Normal Movement of Transportation Casks, Waste Packages, Canisters, Aging Overpacks, and Shielded Transfer Casks

	1.2.1.1 Overview of Transportation Casks, Waste Packages, and Canisters
	1.2.1.1.1 Transportation Casks
	1.2.1.1.2 Waste Forms
	1.2.1.1.3 Waste Packages
	1.2.1.1.4 Transportation, Aging, and Disposal Canister System

	1.2.1.2 Major Surface Facility Structures and Systems
	1.2.1.3 Overview of Operations
	1.2.1.4 Loading Plans
	1.2.1.4.1 Waste Package and Transportation, Aging, and Disposal Canister Loading Plan
	1.2.1.4.2 Loading Options
	1.2.1.4.3 Loading Records
	1.2.1.4.4 Controls

	1.2.1.5 Phased Operation and Construction Activities
	1.2.1.5.1 Separation of Construction Work Areas from Operating Areas
	1.2.1.5.2 Geologic Repository Operations Area—Area-Wide Systems
	1.2.1.5.3 Startup and Operations
	1.2.1.5.4 Construction-Related Hazards

	1.2.1.6 General References

	1.2.2 Surface Facilities Structural, Mechanical Handling Equipment, and Heating, Ventilation, and Air-Conditioning System Design
	CONTENTS
	TABLES
	Table 1.2.2-1. Natural Phenomena Loading Parameters
	Table 1.2.2-2. Seismic Design Considerations for Surface Structures Important to Safety
	Table 1.2.2-3. Ground Motion Peak Ground Accelerations
	Table 1.2.2-4. Damping Values Used in Analysis of Yucca Mountain Repository Surface Facility Structures
	Table 1.2.2-5. Design Basis Ground Motion–2 Surface Facility Structure Zero Period Accelerations
	Table 1.2.2-6. Design Basis Ground Motion–2 Surface Facility Structures Story Displacements
	Table 1.2.2-7. Design Basis Ground Motion–2 Surface Facility Structures Story Shears
	Table 1.2.2-8. Design Basis Ground Motion–2 Surface Facility Structures Stability Analysis Results
	Table 1.2.2-9. Regulatory Guidance Documents Used in the Design of Structures, Mechanical Handling Equipment, and HVAC Systems
	Table 1.2.2-10. Surface Facility Cranes
	Table 1.2.2-11. Surface Facility Mechanical Handling Equipment
	Table 1.2.2-12. Principal Codes and Standards Used in the Design of Surface Structures, Mechanical Handling Equipment, and HVAC Systems
	Table 1.2.2-13. Ventilation Confinement Zoning Classifications
	Table 1.2.2-14. HVAC Instrumentation and Controls

	FIGURES
	Figure 1.2.2-1. Typical Canister Receipt and Closure Facility Reinforcing Sections
	Figure 1.2.2-2. Typical Wet Handling Facility Reinforcing Sections
	Figure 1.2.2-3. Typical Receipt Facility Reinforcing Sections
	Figure 1.2.2-4. Typical Aging Pad Reinforcing Details
	Figure 1.2.2-5. Typical Section through the Initial Handling Facility Building
	Figure 1.2.2-6. Extent of Alluvium and Engineered Fill for Surface Facilities
	Figure 1.2.2-7. Flood Protection Plan and Sections
	Figure 1.2.2-8. Horizontal Ground Response Spectra at Multiple Dampings for a Mean Annual Exceedance Probability of 10-3
	Figure 1.2.2-9. Vertical Ground Response Spectra at Multiple Dampings for a Mean Annual Exceedance Probability of 10-3
	Figure 1.2.2-10. Horizontal Ground Response Spectra at Multiple Dampings for a Mean Annual Exceedance Probability of 5 × 10-4
	Figure 1.2.2-11. Vertical Ground Response Spectra at Multiple Dampings for a Mean Annual Exceedance Probability of 5 × 10-4
	Figure 1.2.2-12. Horizontal Ground Response Spectra at Multiple Dampings for a Mean Annual Exceedance Probability of 10-4
	Figure 1.2.2-13. Vertical Ground Response Spectra at Multiple Dampings for a Mean Annual Exceedance Probability of 10-4
	Figure 1.2.2-14. Canister Receipt and Closure Facility Lumped-Mass, Multiple-Stick Model
	Figure 1.2.2-15. Wet Handling Facility Lumped-Mass, Multiple-Stick Model
	Figure 1.2.2-16. Receipt Facility Lumped-Mass, Multiple-Stick Model
	Figure 1.2.2-17. Typical Lumped-Mass Stick Model and Shear Wall Representation
	Figure 1.2.2-18. Initial Handling Facility Model
	Figure 1.2.2-19. Aging Pad Model
	Figure 1.2.2-20. HVAC System Filter Arrangement

	1.2.2.1 Structural Design
	1.2.2.1.1 Structural Design Description
	1.2.2.1.2 Operational Processes
	1.2.2.1.3 Safety Category Classification
	1.2.2.1.4 Procedural Safety Controls to Prevent Event Sequences and Mitigate Their Consequences
	1.2.2.1.5 Design Bases and Design Criteria
	1.2.2.1.6 Design Methodologies
	1.2.2.1.7 Consistency of Materials with Design Methodologies
	1.2.2.1.8 Structural Design Codes and Standards
	1.2.2.1.9 Structural Load Combinations
	1.2.2.1.10 Structural Design for Construction of the Surface Facilities

	1.2.2.2 Mechanical Handling Equipment Design
	1.2.2.2.1 Mechanical Handling Equipment Description
	1.2.2.2.2 Operational Processes
	1.2.2.2.3 Safety Classification
	1.2.2.2.4 Procedural Safety Controls to Prevent Event Sequences or to Mitigate Their Consequences
	1.2.2.2.5 Design Bases and Design Criteria
	1.2.2.2.6 Design Methodologies
	1.2.2.2.7 Consistency of Materials with Design Methodologies
	1.2.2.2.8 Mechanical Handling Equipment Codes and Standards
	1.2.2.2.9 Mechanical Handling Equipment Load Combinations

	1.2.2.3 HVAC Systems Design
	1.2.2.3.1 HVAC Description
	1.2.2.3.2 Operational Processes
	1.2.2.3.3 Safety Category Classification
	1.2.2.3.4 Procedural Safety Controls to Prevent Event Sequences or to Mitigate Their Consequences
	1.2.2.3.5 Design Bases and Design Criteria
	1.2.2.3.6 Design Methodologies
	1.2.2.3.7 Consistency of Materials with Design Methodologies
	1.2.2.3.8 HVAC Codes and Standards
	1.2.2.3.9 HVAC Load Combinations

	1.2.2.4 Regulatory Guidance and Other Design Codes and Standards
	1.2.2.5 General References

	1.2.3 Initial Handling Facility
	CONTENTS
	TABLES
	Table 1.2.3-1. IHF Non-ITS Mechanical Handling Structures, Systems, and Components also Used in the CRCF
	Table 1.2.3-2. IHF-Specific Non-ITS Structures, Systems, and Components in the Mechanical Handling System
	Table 1.2.3-3. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the IHF
	Table 1.2.3-4. IHF Indoor Design Temperatures
	Table 1.2.3-5. IHF HVAC Supply Components and System Design Data
	Table 1.2.3-6. IHF Exhaust Components and System Design Data

	FIGURES
	Figure 1.2.3-1. IHF General Arrangement Legend
	Figure 1.2.3-2. IHF General Arrangement Ground Floor Plan
	Figure 1.2.3-3. IHF General Arrangement Second Floor Plan
	Figure 1.2.3-4. IHF General Arrangement Plan at Elevation +73¢
	Figure 1.2.3-5. IHF General Arrangement Roof Plan
	Figure 1.2.3-6. IHF General Arrangement Section A
	Figure 1.2.3-7. IHF General Arrangement Section B
	Figure 1.2.3-8. IHF General Arrangement Section C
	Figure 1.2.3-9. IHF General Arrangement Section D
	Figure 1.2.3-10. IHF General Arrangement Section E
	Figure 1.2.3-11. IHF General Arrangement Section F
	Figure 1.2.3-12. IHF General Arrangement Section G
	Figure 1.2.3-13. IHF General Arrangement Section H
	Figure 1.2.3-14. IHF General Arrangement Section J
	Figure 1.2.3-15. IHF Operational Sequences and Material Flow Paths
	Figure 1.2.3-16. IHF Material Flow Paths—Plan View
	Figure 1.2.3-17. IHF Major Waste Processing Functions
	Figure 1.2.3-18. Waste Form Inventory Present Within IHF at Any One Time
	Figure 1.2.3-19. IHF Cask Handling Crane Mechanical Equipment Envelope
	Figure 1.2.3-20. Cask Transfer Trolley Mechanical Equipment Envelope
	Figure 1.2.3-21. Cask Preparation Crane Mechanical Equipment Envelope
	Figure 1.2.3-22. Cask Preparation Crane Process and Instrumentation Diagram (Sheet 1 of 3)
	Figure 1.2.3-22. Cask Preparation Crane Process and Instrumentation Diagram (Sheet 2 of 3)
	Figure 1.2.3-22. Cask Preparation Crane Process and Instrumentation Diagram (Sheet 3 of 3)
	Figure 1.2.3-23. Logic Diagram for the Cask Preparation Crane Hoist
	Figure 1.2.3-24. Naval Cask Lift Bail Mechanical Equipment Envelope
	Figure 1.2.3-25. Naval Cask Lift Plate Mechanical Equipment Envelope
	Figure 1.2.3-26. Cask Preparation Platform Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.3-26. Cask Preparation Platform Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.3-27. Logic Diagram for the Canister Transfer Machine Waste Package Inner Lid Grapples
	Figure 1.2.3-28. IHF DOE Waste Package Inner Lid Grapple Mechanical Equipment Envelope
	Figure 1.2.3-29. IHF DOE and Naval Waste Package Inner Lid Grapple Process and Instrumentation Diagram
	Figure 1.2.3-30. IHF Naval Waste Package Inner Lid Grapple Mechanical Equipment Envelope
	Figure 1.2.3-31. Naval Canister Lifting Adapter Mechanical Equipment Envelope
	Figure 1.2.3-32. Waste Package Positioning Room Equipment Shield Door (Type 3) Mechanical Equipment Envelope
	Figure 1.2.3-33. IHF Waste Package Positioning Room Equipment Shield Door Digital Logic Diagram
	Figure 1.2.3-34. Waste Package Closure Room Crane Mechanical Equipment Envelope
	Figure 1.2.3-35. IHF Waste Package Closure Room Remote Handling System Mechanical Equipment Envelope
	Figure 1.2.3-36. IHF and RF Waste Package Loadout Room Equipment Shield Door (Type 2)
	Figure 1.2.3-37. IHF Waste Package Loadout Room Equipment Shield Door Logic Diagram
	Figure 1.2.3-38. IHF and RF Equipment Shield Door (Double) Logic Diagram
	Figure 1.2.3-39. Waste Package Handling Crane Mechanical Equipment Envelope
	Figure 1.2.3-40. Cask Cavity Gas Sampling Piping and Instrumentation Diagram
	Figure 1.2.3-41. IHF Liquid Low-Level Waste Sampling and Sump Collection Piping and Instrumentation Diagram
	Figure 1.2.3-42. IHF Confinement Zoning, Ground Floor
	Figure 1.2.3-43. IHF Confinement Zoning, Second Floor
	Figure 1.2.3-44. IHF Confinement Zoning, Third Floor
	Figure 1.2.3-45. IHF Composite Ventilation Flow Diagram, Tertiary Confinement HVAC Miscellaneous Areas
	Figure 1.2.3-46. IHF Composite Ventilation Flow Diagram, Tertiary Confinement HVAC Supply and Exhaust Systems
	Figure 1.2.3-47. IHF Confinement Areas HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.3-48. IHF Confinement Areas HEPA Exhaust System Ventilation and Instrumentation Diagram
	Figure 1.2.3-49. IHF Confinement Support Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.3-50. IHF Confinement Miscellaneous Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.3-51. IHF Confinement Electrical and Battery Room HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.3-52. IHF Confinement Battery Room HEPA Exhaust System Ventilation and Instrumentation Diagram
	Figure 1.2.3-53. IHF Confinement Cask Preparation Area and Waste Package Loadout Room HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.3-54. IHF Composite Ventilation Flow Diagram, Nonconfinement HVAC Systems
	Figure 1.2.3-55. IHF Nonconfinement Areas HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.3-56. IHF Nonconfinement Areas Air Distribution System (North) Ventilation and Instrumentation Diagram
	Figure 1.2.3-57. IHF Nonconfinement Areas Air Distribution System (South) Ventilation and Instrumentation Diagram
	Figure 1.2.3-58. IHF Nonconfinement Operations Area HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.3-59. Cask Handling Yoke Stand Mechanical Equipment Envelope
	Figure 1.2.3-60. Canister Transfer Machine Maintenance Crane Mechanical Equipment Envelope
	Figure 1.2.3-61. IHF Loadout Platform Mechanical Equipment Envelope
	Figure 1.2.3-62. IHF Mobile Access Platform Mechanical Equipment Envelope
	Figure 1.2.3-63. IHF Mobile Access Platform Process and Instrumentation Diagram
	Figure 1.2.3-64. IHF Naval Cask Lift Bail Stand Mechanical Equipment Envelope

	1.2.3.1 Initial Handling Facility Description
	1.2.3.1.1 Facility Description
	1.2.3.1.2 Operational Processes
	1.2.3.1.3 Safety Category Classification
	1.2.3.1.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.2.3.1.5 Design Bases and Design Criteria
	1.2.3.1.6 Design Methodologies
	1.2.3.1.7 Consistency of Materials with Design Methodologies
	1.2.3.1.8 Design Codes and Standards
	1.2.3.1.9 Design Load Combinations

	1.2.3.2 Mechanical Handling Systems
	1.2.3.2.1 Cask Handling Subsystem
	1.2.3.2.2 Canister Transfer Subsystem
	1.2.3.2.3 Waste Package Closure Subsystem
	1.2.3.2.4 Waste Package Loadout Subsystem

	1.2.3.3 Process Systems
	1.2.3.3.1 Cask Cavity Gas Sampling Subsystem
	1.2.3.3.2 Water Collection Subsystem

	1.2.3.4 Initial Handling Facility Heating, Ventilation, and Air-Conditioning Systems
	1.2.3.4.1 System Description
	1.2.3.4.2 Operational Processes
	1.2.3.4.3 Design Codes and Standards

	1.2.3.5 General References

	1.2.4 Canister Receipt and Closure Facility
	CONTENTS
	TABLES
	Table 1.2.4-1. Description of Non-ITS Mechanical Handling Structures, Systems, or Components Used in the CRCF, Which Are Also Used in Other Handling Facilities
	Table 1.2.4-2. CRCF-Specific Non-ITS Structures, Systems, and Components in the Mechanical Handling System
	Table 1.2.4-3. Summary-Level Description of Equipment and Personnel Shield Doors
	Table 1.2.4-4. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the CRCF
	Table 1.2.4-5. Handling Facilities Equipment Stands
	Table 1.2.4-6. Summary-Level Description of ITS Equipment Confinement Doors
	Table 1.2.4-7. CRCF ITS HVAC Exhaust Components and System Design Data
	Table 1.2.4-8. CRCF Indoor Design Temperatures
	Table 1.2.4-9. CRCF Non-ITS HVAC Supply Components and System Design Data
	Table 1.2.4-10. CRCF Non-ITS HVAC Exhaust Components and System Design Data
	Table 1.2.4-11. CRCF ITS HVAC Supply Components and System Design Data

	FIGURES
	Figure 1.2.4-1. CRCF General Arrangement Legend
	Figure 1.2.4-2. CRCF General Arrangement Ground Floor Plan
	Figure 1.2.4-3. CRCF General Arrangement Second Floor Plan
	Figure 1.2.4-4. CRCF General Arrangement Third Floor Plan
	Figure 1.2.4-5. CRCF General Arrangement Roof Plan
	Figure 1.2.4-6. CRCF General Arrangement Section A
	Figure 1.2.4-7. CRCF General Arrangement Section B
	Figure 1.2.4-8. CRCF General Arrangement Section C
	Figure 1.2.4-9. CRCF General Arrangement Section D
	Figure 1.2.4-10. CRCF General Arrangement Section E
	Figure 1.2.4-11. CRCF General Arrangement Section F
	Figure 1.2.4-12. Major Waste Processing Functions in the CRCF
	Figure 1.2.4-13. CRCF Operational Sequences and Material Flow Paths (Sheet 1 of 2)
	Figure 1.2.4-13. CRCF Operational Sequences and Material Flow Paths (Sheet 2 of 2)
	Figure 1.2.4-14. Waste Form Inventory Present within CRCF at Any One Time
	Figure 1.2.4-15. Logic Diagram for a Typical Reversing Motor
	Figure 1.2.4-16. Logic Diagram for a Typical Reversing Motor with Stop Command
	Figure 1.2.4-17. Logic Diagram for a Typical Dual-Coil Solenoid Air-Operated Device
	Figure 1.2.4-18. Logic Diagram for a Typical Motor Drive with Auto Command
	Figure 1.2.4-19. Equipment Shield Door (Type 1) Mechanical Equipment Envelope
	Figure 1.2.4-20. Equipment Shield Door Process and Instrumentation Diagram
	Figure 1.2.4-21. Logic Diagram for Equipment Shield Door—Single (Types 1 and 4)
	Figure 1.2.4-22. Cask Preparation Room Equipment Confinement Door East Mechanical Equipment Envelope
	Figure 1.2.4-23. Nuclear Facilities Equipment Confinement Door Process and Instrumentation Diagram
	Figure 1.2.4-24. Logic Diagram for Equipment Confinement Doors—Double
	Figure 1.2.4-25. Cask Preparation Room Equipment Confinement Door South Mechanical Equipment Envelope
	Figure 1.2.4-26. Cask Transfer Trolley Mechanical Equipment Envelope Plan and Elevations
	Figure 1.2.4-27. Cask Transfer Trolley Process and Instrumentation Diagram
	Figure 1.2.4-28. Cask Handling Yoke Mechanical Equipment Envelope
	Figure 1.2.4-29. Cask Handling Yoke Process and Instrumentation Diagram
	Figure 1.2.4-30. Logic Diagram for the Cask Handling Yoke
	Figure 1.2.4-31. Cask Lid-Lifting Grapple Mechanical Equipment Envelope
	Figure 1.2.4-32. Cask Lid-Lifting Grapple Process and Instrumentation Diagram
	Figure 1.2.4-33. Logic Diagram for the Cask Handling Crane Cask Lid-Lifting Grapple
	Figure 1.2.4-34. CRCF Cask Handling Crane Mechanical Equipment Envelope
	Figure 1.2.4-35. Cask Handling Crane Process and Instrumentation Diagram (Sheet 1 of 4)
	Figure 1.2.4-35. Cask Handling Crane Process and Instrumentation Diagram (Sheet 2 of 4)
	Figure 1.2.4-35. Cask Handling Crane Process and Instrumentation Diagram (Sheet 3 of 4)
	Figure 1.2.4-35. Cask Handling Crane Process and Instrumentation Diagram (Sheet 4 of 4)
	Figure 1.2.4-36. Logic Diagram for the Cask Handling Crane Main Hoist
	Figure 1.2.4-37. Logic Diagram for the Cask Handling Crane Auxiliary Hoist
	Figure 1.2.4-38. Dual-Purpose Canister Lid Adapter
	Figure 1.2.4-39. Horizontal Lifting Beam Mechanical Equipment Envelope
	Figure 1.2.4-40. Nuclear Facilities Rail Cask Lid Adapter Mechanical Equipment Envelope
	Figure 1.2.4-41. Cask Preparation Platform Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.4-41. Cask Preparation Platform Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.4-42. Impact Limiter Lifting Device Mechanical Equipment Envelope
	Figure 1.2.4-43. Defense Waste Processing Facility/Idaho National Laboratory HLW Canister Grapple Mechanical Equipment Envelope
	Figure 1.2.4-44. Defense Waste Processing Facility/Idaho National Laboratory and West Valley Demonstration Project/Hanford HLW Canister Grapples Process and Instrumentation Diagram
	Figure 1.2.4-45. Defense Waste Processing Facility/Idaho National Laboratory and West Valley Demonstration Project/Hanford HLW Canister Grapples Logic Diagram
	Figure 1.2.4-46. West Valley Demonstration Project/Hanford HLW Canister Grapple Mechanical Equipment Envelope
	Figure 1.2.4-47. Canister Transfer Machine Canister Grapple
	Figure 1.2.4-48. Canister Transfer Machine Canister Grapple Process and Instrumentation Diagram
	Figure 1.2.4-49. Logic Diagram for the Canister Transfer Machine Canister Grapple
	Figure 1.2.4-50. Canister Transfer Machine Mechanical Equipment Envelope
	Figure 1.2.4-51. Canister Transfer Machine Process and Instrumentation Diagram (Sheet 1 of 3)
	Figure 1.2.4-51. Canister Transfer Machine Process and Instrumentation Diagram (Sheet 2 of 3)
	Figure 1.2.4-51. Canister Transfer Machine Process and Instrumentation Diagram (Sheet 3 of 3)
	Figure 1.2.4-52. Logic Diagram for the Canister Transfer Machine Bridge
	Figure 1.2.4-53. Logic Diagram for the Canister Transfer Machine Shield Skirt and Slide Gate
	Figure 1.2.4-54. Logic Diagram for the Canister Transfer Machine Shield Bell Trolley
	Figure 1.2.4-55. Logic Diagram for the Canister Transfer Machine Canister Hoist
	Figure 1.2.4-56. Logic Diagram for the Canister Transfer Machine Canister Hoist Trolley
	Figure 1.2.4-57. Port Slide Gate Mechanical Equipment Envelope
	Figure 1.2.4-58. Slide Gate Process and Instrumentation Diagram
	Figure 1.2.4-59. Logic Diagram for the Cask Port and Waste Package Slide Gate (Double)
	Figure 1.2.4-60. TAD Canister Slide Gate Mechanical Equipment Envelope
	Figure 1.2.4-61. Logic Diagram for the Cask Port Slide Gate (Single)
	Figure 1.2.4-62. DOE Canister Slide Gate Mechanical Equipment Envelope
	Figure 1.2.4-63. Hanford Multicanister Overpack Canister Grapple Mechanical Equipment Envelope
	Figure 1.2.4-64. Hanford Multicanister Overpack, 18-in., and 24-in. SNF Canister Grapples Process and Instrumentation Diagram
	Figure 1.2.4-65. Hanford Multicanister Overpack, 18-in., and 24-in. SNF Canister Grapples Logic Diagram
	Figure 1.2.4-66. SNF Canister Grapple, 18-in., Mechanical Equipment Envelope
	Figure 1.2.4-67. SNF Canister Grapple, 24-in., Mechanical Equipment Envelope
	Figure 1.2.4-68. DOE Canister Staging Rack Mechanical Equipment Envelope
	Figure 1.2.4-69. TAD Canister Staging Rack Mechanical Equipment Envelope
	Figure 1.2.4-70. Waste Package Closure Welds (Typical)
	Figure 1.2.4-71. Waste Package Closure System Flow Diagram
	Figure 1.2.4-72. Illustration of Waste Package Closure Area Operating Floor (Partial View)
	Figure 1.2.4-73. Waste Package Closure Room Robotic Arms
	Figure 1.2.4-74. Robotic Arms Mechanical Equipment Envelope
	Figure 1.2.4-75. Welding End Effector
	Figure 1.2.4-76. Waste Package Inerting System Piping and Instrumentation Diagram
	Figure 1.2.4-77. CRCF Waste Package Closure Room Remote Handling System Mechanical Equipment Envelope
	Figure 1.2.4-78. Waste Package Closure Room Crane Mechanical Equipment Envelope
	Figure 1.2.4-79. Waste Package Closure Room Crane Mechanical Handling Process and Instrumentation Diagram
	Figure 1.2.4-80. Closure Support Room Crane Mechanical Equipment Envelope
	Figure 1.2.4-81. Waste Package Closure Support Room Crane Process and Instrumentation Diagram
	Figure 1.2.4-82. Nuclear Facilities Equipment Shield Door (Type 4) Mechanical Equipment Envelope
	Figure 1.2.4-83. CRCF Waste Package Loadout Room Equipment Shield Door Logic Diagram
	Figure 1.2.4-84. CRCF Waste Package Positioning Room Equipment Shield Door Logic Diagram
	Figure 1.2.4-85. Waste Package Loadout Room Personnel Access and Shield Doors Mechanical Equipment Envelope
	Figure 1.2.4-86. Waste Package Loadout Room Personnel Access and Shield Doors Process and Instrumentation Diagram
	Figure 1.2.4-87. Personnel Access and Shield Door Logic Diagram
	Figure 1.2.4-88. Waste Package Transfer Trolley Mechanical Equipment Envelope Plan and Elevations (Sheet 1 of 2)
	Figure 1.2.4-88. Waste Package Transfer Trolley Mechanical Equipment Envelope Elevation and Detail (Sheet 2 of 2)
	Figure 1.2.4-89. Waste Package Transfer Trolley Process and Instrumentation Diagram
	Figure 1.2.4-90. Logic Diagram for the Waste Package Transfer Trolley
	Figure 1.2.4-91. Waste Package Handling Crane Mechanical Equipment Envelope
	Figure 1.2.4-92. Waste Package Handling Crane Process and Instrumentation Diagram
	Figure 1.2.4-93. TEV Mechanical Onboard Position Switch and Stationary Actuating Bracket
	Figure 1.2.4-94. Cask Cavity Gas Sampling System Piping and Instrumentation Diagram
	Figure 1.2.4-95. CRCF Liquid Low-Level Waste Sampling and Sump Piping and Instrumentation Diagram
	Figure 1.2.4-96. CRCF Confinement Zoning, Ground Floor
	Figure 1.2.4-97. CRCF Confinement Zoning, Second Floor
	Figure 1.2.4-98. CRCF Confinement Zoning, Third Floor
	Figure 1.2.4-99. CRCF 1 Composite Ventilation Flow Diagram, Tertiary Confinement ITS Exhaust and Non-ITS HVAC Supply Subsystems
	Figure 1.2.4-100. CRCF 1 ITS Confinement Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.4-101. CRCF 1 ITS Confinement Areas HEPA Exhaust System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.4-102. CRCF 1 ITS Confinement Areas HEPA Exhaust System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.4-103. CRCF and WHF ITS Confinement Areas HEPA Exhaust Fan (Trains A and B) Digital Logic Diagram
	Figure 1.2.4-104. CRCF 1 Composite Ventilation Flow Diagram, Tertiary Confinement ITS HVAC Systems, Electrical and Battery Rooms
	Figure 1.2.4-105. CRCF 1 Confinement ITS Electrical Room HVAC System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.4-106. CRCF 1 Confinement ITS Electrical Room HVAC System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.4-107. CRCF 1 Confinement ITS Battery Room Exhaust System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.4-108. CRCF 1 Confinement ITS Battery Room Exhaust System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.4-109. CRCF and WHF Confinement ITS Electrical Room Fan Coil Unit (Trains A and B) Digital Logic Diagram
	Figure 1.2.4-110. CRCF and WHF Confinement ITS Electrical Room Fan Coil Unit (Trains A and B) Digital Logic Diagram
	Figure 1.2.4-111. CRCF and WHF Confinement ITS Battery Room Exhaust Fan (Trains A and B) Digital Logic Diagram
	Figure 1.2.4-112. CRCF 1 Cask Preparation Room HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.4-113. CRCF 1 Composite Ventilation Flow Diagram, Tertiary Confinement Non-ITS Exhaust and HVAC Supply Systems
	Figure 1.2.4-114. CRCF 1 Composite Ventilation Flow Diagram, Tertiary Confinement Ground Floor HVAC Systems
	Figure 1.2.4-115. CRCF 1 Composite Ventilation Flow Diagram, Tertiary Confinement Non-ITS HVAC System Supply and Exhaust
	Figure 1.2.4-116. CRCF 1 Confinement Waste Package Loadout Room HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.4-117. CRCF 1 Confinement Canister Transfer Room HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.4-118. CRCF 1 Confinement Second Floor North HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.4-119. CRCF 1 Confinement Second Floor North Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.4-120. CRCF 1 Confinement Waste Package Closure Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.4-121. CRCF 1 Second Floor South HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.4-122. CRCF 1 Confinement Second Floor South Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.4-123. CRCF 1 Confinement Non-ITS HEPA Exhaust System—Second Floor Ventilation and Instrumentation Diagram
	Figure 1.2.4-124. CRCF Composite Ventilation Flow Diagram, Nonconfinement Non-ITS HVAC System, Support and Operations
	Figure 1.2.4-125. Nuclear Facilities Grapple Stand Mechanical Equipment Envelope
	Figure 1.2.4-126. Equipment Stands Mechanical Equipment Envelope
	Figure 1.2.4-127. Mobile Access Platform Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.4-127. Mobile Access Platform Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.4-128. Mobile Access Platform Process and Instrumentation Diagram
	Figure 1.2.4-129. Waste Package Pallet Yoke Mechanical Equipment Envelope
	Figure 1.2.4-130. Waste Package Pallet Yoke Process and Instrumentation Diagram
	Figure 1.2.4-131. Waste Package Pallet Yoke Stand Mechanical Equipment Envelope
	Figure 1.2.4-132. Canister Transfer Machine Maintenance Crane Mechanical Equipment Envelope
	Figure 1.2.4-133. Canister Transfer Machine Maintenance Crane Process and Instrumentation Diagram
	Figure 1.2.4-134. Cask Handling Yoke Stand Mechanical Equipment Envelope
	Figure 1.2.4-135. Waste Package Shield Ring Lift Beam Mechanical Equipment Envelope
	Figure 1.2.4-136. Waste Package Shield Ring Lift Beam Stand Mechanical Equipment Envelope
	Figure 1.2.4-137. Waste Package Transfer Carriage Docking Station Mechanical Equipment Envelope Plan, Elevation, and Section
	Figure 1.2.4-138. Waste Package Transfer Carriage Docking Station Process and Instrumentation Diagram
	Figure 1.2.4-139. Loadout Platforms Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.4-139. Loadout Platforms Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.4-140. Loadout Platform Process and Instrumentation Diagram
	Figure 1.2.4-141. Cask Tilting Frame Mechanical Equipment Envelope
	Figure 1.2.4-142. Nuclear Facilities Truck Cask Lid Adapter Mechanical Equipment Envelope
	Figure 1.2.4-143. Horizontal Cask Stand Mechanical Equipment Envelope
	Figure 1.2.4-144. Horizontal Lifting Beam Stand Mechanical Equipment Envelope
	Figure 1.2.4-145. CRCF, RF, and WHF Mobile Lift Mechanical Equipment Envelope
	Figure 1.2.4-146. Nuclear Facilities Personnel Confinement Single Door Mechanical Equipment Envelope
	Figure 1.2.4-147. CRCF Shield Window Mechanical Equipment Envelope Elevation and Sections

	1.2.4.1 Canister Receipt and Closure Facility Description
	1.2.4.1.1 Facility Description
	1.2.4.1.2 Operational Processes
	1.2.4.1.3 Safety Category Classification
	1.2.4.1.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.2.4.1.5 Design Bases and Design Criteria
	1.2.4.1.6 Design Methodologies
	1.2.4.1.7 Consistency of Materials with Design Methodologies
	1.2.4.1.8 Design Codes and Standards
	1.2.4.1.9 Design Load Combinations

	1.2.4.2 Mechanical Handling System
	1.2.4.2.1 Cask Handling Subsystem
	1.2.4.2.2 Canister Transfer Subsystem
	1.2.4.2.3 Waste Package Closure Subsystem
	1.2.4.2.4 Waste Package Loadout Subsystem

	1.2.4.3 Process Systems
	1.2.4.3.1 Cask Cavity Gas Sampling Subsystem
	1.2.4.3.2 Water Collection Subsystem

	1.2.4.4 Canister Receipt and Closure Facility Heating, Ventilation, and Air-Conditioning Systems
	1.2.4.4.1 System Description
	1.2.4.4.2 Operational Processes
	1.2.4.4.3 Safety Category Classification
	1.2.4.4.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.2.4.4.5 Design Bases and Design Criteria
	1.2.4.4.6 Design Methodologies
	1.2.4.4.7 Consistency of Materials with Design Methodologies
	1.2.4.4.8 Design Codes and Standards
	1.2.4.4.9 Design Load Combinations

	1.2.4.5 General References

	1.2.5 Wet Handling Facility
	CONTENTS
	TABLES
	Table 1.2.5-1. List of Non-ITS Mechanical Handling Structures, Systems, and Components in the Wet Handling Facility That are Also Used in Other Handling Facilities
	Table 1.2.5-2. Description of WHF-Specific Non-ITS Mechanical Handling Structures, Systems, and Components
	Table 1.2.5-3. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Wet Handling Facility
	Table 1.2.5-4. WHF ITS HVAC Exhaust Components and System Design Data
	Table 1.2.5-5. WHF Indoor Design Temperatures
	Table 1.2.5-6. WHF Non-ITS HVAC Supply Components and System Design Data
	Table 1.2.5-7. WHF Non-ITS HVAC Exhaust Components and System Design Data
	Table 1.2.5-8. WHF ITS HVAC Supply Components and System Design Data

	FIGURES
	Figure 1.2.5-1. WHF General Arrangement Legend
	Figure 1.2.5-2. WHF General Arrangement Ground Floor Plan
	Figure 1.2.5-3. WHF General Arrangement Plan Below +40¢-0²
	Figure 1.2.5-4. WHF General Arrangement Second Floor Plan
	Figure 1.2.5-5. WHF General Arrangement Plan Below Elevation +93¢-0²
	Figure 1.2.5-6. WHF General Arrangement Section A
	Figure 1.2.5-7. WHF General Arrangement Section B
	Figure 1.2.5-8. WHF General Arrangement Section C
	Figure 1.2.5-9. WHF General Arrangement Section D
	Figure 1.2.5-10. WHF General Arrangement Section E
	Figure 1.2.5-11. WHF General Arrangement Section F
	Figure 1.2.5-12. WHF General Arrangement Section G
	Figure 1.2.5-13. WHF General Arrangement Section H
	Figure 1.2.5-14. WHF General Arrangement Section J
	Figure 1.2.5-15. WHF General Arrangement Roof Plan
	Figure 1.2.5-16. WHF General Arrangement Pool Plan
	Figure 1.2.5-17. WHF Operational Sequences and Material Flow Paths (Sheet 1 of 3)
	Figure 1.2.5-17. WHF Operational Sequences and Material Flow Paths (Sheet 2 of 3)
	Figure 1.2.5-17. WHF Operational Sequences and Material Flow Paths (Sheet 3 of 3)
	Figure 1.2.5-18. Inventory of Waste Forms in Wet Handling Facility at Any One Time
	Figure 1.2.5-19. Major Waste Processing Functions in the WHF
	Figure 1.2.5-20. Cask Handling Crane Mechanical Equipment Envelope
	Figure 1.2.5-21. WHF Cask Handling Crane Process and Instrumentation Diagram (Sheet 1 of 3)
	Figure 1.2.5-21. WHF Cask Handling Crane Process and Instrumentation Diagram (Sheet 2 of 3)
	Figure 1.2.5-21. WHF Cask Handling Crane Process and Instrumentation Diagram (Sheet 3 of 3)
	Figure 1.2.5-22. Logic Diagram for the WHF Cask Handling Crane Hoist
	Figure 1.2.5-23. WHF Entrance Vestibule Crane Mechanical Equipment Envelope
	Figure 1.2.5-24. Entrance Vestibule Crane Process and Instrumentation Diagram
	Figure 1.2.5-25. WHF Lid-Lifting Grapple Process and Instrumentation Diagram
	Figure 1.2.5-26. Logic Diagram for the Jib Crane Lid-Lifting Grapples
	Figure 1.2.5-27. Pool Cask Handling Yoke Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.5-27. Pool Cask Handling Yoke Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.5-28. Pool Cask Handling Yoke Process and Instrumentation Diagram
	Figure 1.2.5-29. Logic Diagram for the Cask Handling Crane Pool Cask Handling Yoke
	Figure 1.2.5-30. Pool Yoke Lift Adapter Mechanical Equipment Envelope
	Figure 1.2.5-31. Truck Cask Lid-Lifting Grapple Mechanical Equipment Envelope
	Figure 1.2.5-32. WHF Cask Preparation Area Equipment Confinement Door Mechanical Equipment Envelope
	Figure 1.2.5-33. Aging Overpack Access Platform Mechanical Equipment Envelope
	Figure 1.2.5-34. Preparation Station 1 and Dual-Purpose Canister Cutting Station Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.5-34. Preparation Station 1 and Dual-Purpose Canister Cutting Station Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.5-35. Preparation Station 1 and Dual-Purpose Canister Cutting Station Process and Instrumentation Diagram (Sheet 1 of 2)
	Figure 1.2.5-35. Preparation Station 1 and Dual-Purpose Canister Cutting Station Process and Instrumentation Diagram (Sheet 2 of 2)
	Figure 1.2.5-36. Preparation Station 2 and TAD Canister Closure Station Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.5-36. Preparation Station 2 and TAD Canister Closure Station Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.5-37. Preparation Station 2 and TAD Canister Closure Station Process and Instrumentation Diagram (Sheet 1 of 2)
	Figure 1.2.5-37. Preparation Station 2 and TAD Canister Closure Station Process and Instrumentation Diagram (Sheet 2 of 2)
	Figure 1.2.5-38. Cask Support Frame Mechanical Equipment Envelope
	Figure 1.2.5-39. Auxiliary Pool Crane Mechanical Equipment Envelope
	Figure 1.2.5-40. Auxiliary Pool Crane Process and Instrumentation Diagram (Sheet 1 of 3)
	Figure 1.2.5-40. Auxiliary Pool Crane Process and Instrumentation Diagram (Sheet 2 of 3)
	Figure 1.2.5-40. Auxiliary Pool Crane Process and Instrumentation Diagram (Sheet 3 of 3)
	Figure 1.2.5-41. Logic Diagram for the Auxiliary Pool Crane Hoist
	Figure 1.2.5-42. Pressurized Water Reactor and Boiling Water Reactor Lifting Grapple Mechanical Equipment Envelope
	Figure 1.2.5-43. Pool Lid-Lifting Grapple Mechanical Equipment Envelope
	Figure 1.2.5-44. Pool Lid-Lifting Grapple Process and Instrumentation Diagram
	Figure 1.2.5-45. Auxiliary Pool Crane Pool Lid-Lifting Grapple Logic Diagram
	Figure 1.2.5-46. Long-Reach Grapple Adapter Mechanical Equipment Envelope
	Figure 1.2.5-47. Spent Fuel Transfer Machine Mechanical Equipment Envelope
	Figure 1.2.5-48. Spent Fuel Transfer Machine Process and Instrumentation Diagram (Sheet 1 of 2)
	Figure 1.2.5-48. Spent Fuel Transfer Machine Process and Instrumentation Diagram (Sheet 2 of 2)
	Figure 1.2.5-49. Spent Fuel Transfer Machine Mast Hoist Logic Diagram
	Figure 1.2.5-50. Logic Diagram for the Spent Fuel Transfer Machine Grapple
	Figure 1.2.5-51. SNF Staging Racks Mechanical Equipment Envelope (Sheet 1 of 3)
	Figure 1.2.5-51. SNF Staging Racks Mechanical Equipment Envelope (Sheet 2 of 3)
	Figure 1.2.5-51. SNF Staging Racks Mechanical Equipment Envelope (Sheet 3 of 3)
	Figure 1.2.5-52. Truck Cask Handling Frame Mechanical Equipment Envelope
	Figure 1.2.5-53. Jib Cranes Mechanical Equipment Envelope
	Figure 1.2.5-54. Jib Cranes Process and Instrumentation Diagram (Sheet 1 of 2)
	Figure 1.2.5-54. Jib Cranes Process and Instrumentation Diagram (Sheet 2 of 2)
	Figure 1.2.5-55. Logic Diagram for the Jib Crane Hoist
	Figure 1.2.5-56. Canister Transfer Machine Maintenance Crane Mechanical Equipment Envelope
	Figure 1.2.5-57. WHF Transportation Cask/Dual-Purpose Canister/Shielded Transfer Cask Cavity Gas Sampling System Piping and Instrumentation Diagram
	Figure 1.2.5-58. WHF Pool Water Treatment and Cooling System Piping and Instrumentation Diagram
	Figure 1.2.5-59. WHF Pool Water Treatment System Train A Piping and Instrumentation Diagram
	Figure 1.2.5-60. WHF Pool Water Treatment System Train B Piping and Instrumentation Diagram
	Figure 1.2.5-61. WHF Pool Water Treatment System Train C Piping and Instrumentation Diagram
	Figure 1.2.5-62. WHF Pool Water Cooling System Piping and Instrumentation Diagram
	Figure 1.2.5-63. WHF Boric Acid Makeup System Piping and Instrumentation Diagram
	Figure 1.2.5-64. Filter Transfer Machine Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.5-64. Filter Transfer Machine Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.5-65. WHF Filter Transfer Machine Process and Instrumentation Diagram (Sheet 1 of 2)
	Figure 1.2.5-65. WHF Filter Transfer Machine Process and Instrumentation Diagram (Sheet 2 of 2
	Figure 1.2.5-66. Decontamination Pit Mechanical Equipment Envelope
	Figure 1.2.5-67. Decontamination Pit Process and Instrumentation Diagram
	Figure 1.2.5-68. Wash Lance Mechanical Equipment Envelope
	Figure 1.2.5-69. WHF Preparation Station 1 Cask Cooling System Piping and Instrumentation Diagram
	Figure 1.2.5-70. WHF Preparation Station 2 Cask Cooling System Piping and Instrumentation Diagram
	Figure 1.2.5-71. WHF Dual-Purpose Canister Cutting Station Cask Cooling System Piping and Instrumentation Diagram
	Figure 1.2.5-72. WHF TAD Canister Closure Station Cask Cooling System Piping and Instrumentation Diagram
	Figure 1.2.5-73. WHF TAD Canister and Shielded Transfer Cask Drying and TAD Canister Inerting Piping and Instrumentation Diagram
	Figure 1.2.5-74. WHF C2 Liquid Low-Level Radioactive Waste Collection System Piping and Instrumentation Diagram (Sheet 1 of 2)
	Figure 1.2.5-74. WHF C2 Liquid Low-Level Radioactive Waste Collection System Piping and Instrumentation Diagram (Sheet 2 of 2)
	Figure 1.2.5-75. WHF C3 Liquid Low-Level Radioactive Waste Collection System Piping and Instrumentation Diagram
	Figure 1.2.5-76. Vertical Dual-Purpose Canister Shielded Transfer Cask Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.5-76. Vertical Dual-Purpose Canister Shielded Transfer Cask Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.5-77. TAD Shielded Transfer Cask Mechanical Equipment Envelope
	Figure 1.2.5-78. Horizontal Shielded Transfer Cask Mechanical Equipment Envelope
	Figure 1.2.5-79. WHF Confinement Zoning Ground Floor
	Figure 1.2.5-80. WHF Confinement Zoning Below 40¢
	Figure 1.2.5-81. WHF Confinement Zoning Second Floor
	Figure 1.2.5-82. WHF Confinement Zoning Pool Plan at Elevation -52¢–0²
	Figure 1.2.5-83. WHF Composite Ventilation Flow Diagram HVAC Supply and ITS Exhaust
	Figure 1.2.5-84. WHF ITS Confinement Areas HEPA Exhaust System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.5-85. WHF ITS Confinement Areas HEPA Exhaust System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.5-86. WHF ITS Confinement Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.5-87. WHF Composite Ventilation Flow Diagram ITS HVAC Electrical and Battery Rooms
	Figure 1.2.5-88. WHF Confinement ITS Electrical Room HVAC System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.5-89. WHF Confinement ITS Battery Room Exhaust System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.5-90. WHF Confinement ITS Electrical Room HVAC System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.5-91. WHF Confinement ITS Battery Room Exhaust System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.5-92. WHF Non-ITS Confinement Areas HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.5-93. WHF Composite Ventilation Flow Diagram Tertiary Confinement Non-ITS HVAC Supply and Exhaust System
	Figure 1.2.5-94. WHF Composite Ventilation Flow Diagram Non-ITS HVAC Electrical, Transportation Cask, and Maintenance Area
	Figure 1.2.5-95. WHF Non-ITS Confinement Areas HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.5-96. WHF Confinement Transportation Cask Vestibule HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.5-97. WHF Non-ITS Confinement Areas HEPA Exhaust System Ventilation and Instrumentation Diagram
	Figure 1.2.5-98. WHF Confinement First Floor West Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.5-99. WHF Confinement Ground Floor Southeast Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.5-100. WHF Confinement Second Floor Northeast Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.5-101. WHF Confinement Second Floor Northwest Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.5-102. WHF Confinement Maintenance Room HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.5-103. WHF Confinement Non-ITS Battery Room Exhaust System Ventilation and Instrumentation Diagram
	Figure 1.2.5-104. WHF Composite Ventilation Flow Diagram Nonconfinement HVAC Transportation Vestibule and Support Areas
	Figure 1.2.5-105. WHF Composite Ventilation Flow Diagram for Nonconfinement HVAC Utility and Electrical Rooms
	Figure 1.2.5-106. Cask Handling Yoke Stand Mechanical Equipment Envelope
	Figure 1.2.5-107. Lid Rack Mechanical Equipment Envelope
	Figure 1.2.5-108. Pool Crush Pads Mechanical Equipment Envelope
	Figure 1.2.5-109. Decontamination Pit Cover Mechanical Equipment Envelope
	Figure 1.2.5-110. Pool Equipment Crane Mechanical Equipment Envelope
	Figure 1.2.5-111. Pool Equipment Crane Process and Instrumentation Diagram
	Figure 1.2.5-112. TAD Canister Welding Machine Mechanical Equipment Envelope
	Figure 1.2.5-113. TAD Canister Welding Machine Process and Instrumentation Diagram
	Figure 1.2.5-114. Staging-Shelf Transfer Station Mechanical Equipment Envelope
	Figure 1.2.5-115. Staging-Shelf Dual-Transfer Station Mechanical Equipment Envelope
	Figure 1.2.5-116. Pool Yoke Lift Adapter Stand Mechanical Equipment Envelope
	Figure 1.2.5-117. Dual-Purpose Canister and Remediation Stations Mechanical Equipment Envelope Plan
	Figure 1.2.5-118. Dual-Purpose Canister and Remediation Stations Pool Layout Mechanical Equipment Envelope
	Figure 1.2.5-119. TAD Canister/Rail Cask/Truck Cask Transfer Stations Plan and Elevation Mechanical Equipment Envelope
	Figure 1.2.5-120. TAD Canister/Rail Cask/Truck Cask Transfer Stations Pool Layout Mechanical Equipment Envelope
	Figure 1.2.5-121. Spent Fuel Transfer Machine Grapple Staging Rack Mechanical Equipment Envelope
	Figure 1.2.5-122. Dual-Purpose Canister Unloading Bay Gate Mechanical Equipment Envelope
	Figure 1.2.5-123. Nuclear Facilities Personnel Confinement Double Door Mechanical Equipment Envelope
	Figure 1.2.5-124. Dual-Purpose Canister Cutting Machine Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.5-124. Dual-Purpose Canister Cutting Machine Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.5-125. Dual-Purpose Canister Cutting Machine Process and Instrumentation Diagram
	Figure 1.2.5-126. Long-Reach Grapple Adapter Stand Mechanical Equipment Envelope
	Figure 1.2.5-127. Shield Plug Lift Adapter
	Figure 1.2.5-128. Siphon Tube Shear Tool Mechanical Equipment Envelope
	Figure 1.2.5-129. Cask Shield Ring Mechanical Equipment Envelope
	Figure 1.2.5-130. Dual-Purpose Canister Lid Receptacle Mechanical Equipment Envelope
	Figure 1.2.5-131. WHF W74 Upper Basket Lifting Device Mechanical Equipment Envelope

	1.2.5.1 Wet Handling Facility Description
	1.2.5.1.1 Facility Description
	1.2.5.1.2 Operational Processes
	1.2.5.1.3 Safety Category Classification
	1.2.5.1.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.2.5.1.5 Design Bases and Design Criteria
	1.2.5.1.6 Design Methodologies
	1.2.5.1.7 Consistency of Materials with Design Methodologies
	1.2.5.1.8 Design Codes and Standards
	1.2.5.1.9 Design Load Combinations

	1.2.5.2 Mechanical Handling System
	1.2.5.2.1 Cask Handling Subsystem
	1.2.5.2.2 Spent Nuclear Fuel Assembly Transfer Subsystem
	1.2.5.2.3 Dual-Purpose Canister Cutting Subsystem
	1.2.5.2.4 Transportation, Aging, and Disposal Canister Closure Subsystem
	1.2.5.2.5 Canister Transfer Subsystem

	1.2.5.3 Process Systems
	1.2.5.3.1 Cask Cavity Gas Sampling Subsystem
	1.2.5.3.2 Pool Water Treatment and Cooling System
	1.2.5.3.3 Cask Decontamination Subsystem
	1.2.5.3.4 Cask Cooling and Filling Subsystem
	1.2.5.3.5 Transportation, Aging, and Disposal Canister Drying and Inerting Subsystem
	1.2.5.3.6 Water Collection Subsystem

	1.2.5.4 Shielded Transfer Cask
	1.2.5.4.1 System Description
	1.2.5.4.2 Operational Processes
	1.2.5.4.3 Safety Category Classification
	1.2.5.4.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.2.5.4.5 Design Bases and Design Criteria
	1.2.5.4.6 Design Methodologies
	1.2.5.4.7 Consistency of Materials with Design Methodologies
	1.2.5.4.8 Design Codes and Standards
	1.2.5.4.9 Design Load Combinations

	1.2.5.5 Wet Handling Facility Heating, Ventilation, and Air-Conditioning System
	1.2.5.5.1 System Description
	1.2.5.5.2 Operational Processes
	1.2.5.5.3 Safety Category Classification
	1.2.5.5.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.2.5.5.5 Design Bases and Design Criteria
	1.2.5.5.6 Design Methodologies
	1.2.5.5.7 Consistency of Materials with Design Methodologies
	1.2.5.5.8 Design Codes and Standards
	1.2.5.5.9 Design Load Combinations

	1.2.5.6 General References

	1.2.6 Receipt Facility
	CONTENTS
	TABLES
	Table 1.2.6-1. List of Non-ITS Mechanical Handling Structures, Systems, and Components in the Receipt Facility That are Also Used in Other Handling Facilities
	Table 1.2.6-2. RF-Specific Non-ITS Structures, Systems, and Components in the Mechanical Handling System
	Table 1.2.6-3. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Receipt Facility
	Table 1.2.6-4. RF HVAC Exhaust Components and System Design Data
	Table 1.2.6-5. RF Indoor Design Temperatures
	Table 1.2.6-6. RF HVAC Supply Components and System Design Data

	FIGURES
	Figure 1.2.6-1. RF General Arrangement Legend
	Figure 1.2.6-2. RF General Arrangement Ground Floor Plan
	Figure 1.2.6-3. RF General Arrangement Second Floor Plan
	Figure 1.2.6-4. RF General Arrangement Third Floor Plan
	Figure 1.2.6-5. RF General Arrangement Roof Plan
	Figure 1.2.6-6. RF General Arrangement Section A
	Figure 1.2.6-7. RF General Arrangement Section B
	Figure 1.2.6-8. RF General Arrangement Section C
	Figure 1.2.6-9. RF General Arrangement Section D
	Figure 1.2.6-10. RF General Arrangement Section E
	Figure 1.2.6-11. RF General Arrangement Section F
	Figure 1.2.6-12. RF Operational Sequences and Material Flow Paths (Sheet 1 of 2)
	Figure 1.2.6-12. RF Operational Sequences and Material Flow Paths (Sheet 2 of 2)
	Figure 1.2.6-13. Inventory of Waste Forms in the Receipt Facility at Any One Time
	Figure 1.2.6-14. RF Major Waste Processing Functions
	Figure 1.2.6-15. RF Cask Handling Crane Mechanical Equipment Envelope
	Figure 1.2.6-16. RF Cask Unloading Room Equipment Shield Door—Type 5 Mechanical Equipment Envelope
	Figure 1.2.6-17. RF Cask Preparation Platform Mechanical Equipment Envelope
	Figure 1.2.6-18. RF Lid Bolting Room Platform Mechanical Equipment Envelope (Sheet 1 of 2)
	Figure 1.2.6-18. RF Lid Bolting Room Platform Mechanical Equipment Envelope (Sheet 2 of 2)
	Figure 1.2.6-19. RF Lid Bolting Room Crane Mechanical Equipment Envelope
	Figure 1.2.6-20. RF Lid Bolting Room Crane Process and Instrumentation Diagram
	Figure 1.2.6-21. RF Canister Transfer Machine Maintenance Crane Mechanical Equipment Envelope
	Figure 1.2.6-22. RF Cask Cavity Gas Sampling System Piping and Instrumentation Diagram
	Figure 1.2.6-23. RF Liquid Low-Level Radioactive Waste Sampling and Sump Piping and Instrumentation Diagram
	Figure 1.2.6-24. RF Confinement Zoning, Ground Floor
	Figure 1.2.6-25. RF Confinement Zoning, Second Floor
	Figure 1.2.6-26. RF Confinement Zoning, Third Floor
	Figure 1.2.6-27. RF Composite Ventilation Flow Diagram, Tertiary Confinement HVAC Supply and Exhaust
	Figure 1.2.6-28. RF Confinement Areas High-Efficiency Particulate Air Exhaust System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.6-29. RF Confinement Areas High-Efficiency Particulate Air Exhaust System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.6-30. RF Confinement Areas HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.6-31. RF Confinement Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.6-32. RF Composite Ventilation Flow Diagram, Tertiary Confinement HVAC Systems, Electrical and Battery Rooms
	Figure 1.2.6-33. RF Confinement Electrical Room HVAC System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.6-34. RF Confinement Battery Room Exhaust System—Train A Ventilation and Instrumentation Diagram
	Figure 1.2.6-35. RF Confinement Electrical Room HVAC System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.6-36. RF Confinement Battery Room Exhaust System—Train B Ventilation and Instrumentation Diagram
	Figure 1.2.6-37. RF Composite Ventilation Flow Diagram, Tertiary Confinement HVAC Supply and Exhaust System
	Figure 1.2.6-38. RF Confinement South Areas HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.6-39. RF Confinement Southwest Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.6-40. RF Confinement South Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.6-41. RF Confinement Ground Floor West Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.6-42. RF Confinement High-Efficiency Particulate Air Exhaust System Ventilation and Instrumentation Diagram
	Figure 1.2.6-43. RF Composite Ventilation Flow Diagram, Nonconfinement HVAC System Support and Operations
	Figure 1.2.6-44. Receipt Facility Cask Preparation Annex Equipment Confinement Door Mechanical Equipment Envelope

	1.2.6.1 Receipt Facility Description
	1.2.6.1.1 Facility Description
	1.2.6.1.2 Operational Processes
	1.2.6.1.3 Safety Category Classification
	1.2.6.1.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.2.6.1.5 Design Bases and Design Criteria
	1.2.6.1.6 Design Methodologies
	1.2.6.1.7 Consistency of Materials with Design Methodologies
	1.2.6.1.8 Design Codes and Standards
	1.2.6.1.9 Design Load Combinations

	1.2.6.2 Mechanical Handling System
	1.2.6.2.1 Cask Handling Subsystem
	1.2.6.2.2 Canister Transfer Subsystem

	1.2.6.3 Process Systems
	1.2.6.3.1 Cask Cavity Gas Sampling Subsystem
	1.2.6.3.2 Water Collection Subsystem

	1.2.6.4 Receipt Facility HVAC System
	1.2.6.4.1 System Description
	1.2.6.4.2 Operational Processes
	1.2.6.4.3 Design Codes and Standards

	1.2.6.5 General References

	1.2.7 Aging Facility
	CONTENTS
	TABLES
	Table 1.2.7-1. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Aging Facility

	FIGURES
	Figure 1.2.7-1. Surface Facilities Overview and Interface Relationship Chart
	Figure 1.2.7-2. Aging Pad Area Locations
	Figure 1.2.7-3. Aging Pad 17P Plan
	Figure 1.2.7-4. Aging Pad 17R Plan
	Figure 1.2.7-5. Temperature Monitoring System for Vertical Aging Overpack (a) and Horizontal Aging Module (b)
	Figure 1.2.7-6. Typical Vertical Aging Overpack
	Figure 1.2.7-7. Loading/Retrieval Typical Horizontal Aging Module

	1.2.7.1 Aging Facility Description
	1.2.7.1.1 Functions
	1.2.7.1.2 Location and Functional Arrangement
	1.2.7.1.3 Major Components

	1.2.7.2 Operational Processes
	1.2.7.2.1 Aging and Staging in Vertical Orientation
	1.2.7.2.2 Aging in Horizontal Orientation

	1.2.7.3 Safety Category Classification
	1.2.7.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.2.7.5 Design Bases and Design Criteria
	1.2.7.6 Design Methodologies
	1.2.7.6.1 Seismic Design
	1.2.7.6.2 Structural Design
	1.2.7.6.3 Shielding Design
	1.2.7.6.4 Criticality Design
	1.2.7.6.5 As Low as is Reasonably Achievable Design
	1.2.7.6.6 Thermal Design

	1.2.7.7 Consistency of Materials with Design Methodologies
	1.2.7.8 Design Codes and Standards
	1.2.7.9 Design Load Combinations
	1.2.7.10 General References

	1.2.8 Balance of Plant Facilities
	CONTENTS
	TABLES
	Table 1.2.8-1. Balance of Plant Facilities Construction Description
	Table 1.2.8-2. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Balance of Plant Facilities
	Table 1.2.8-3. EDGF—Indoor Design Temperatures
	Table 1.2.8-4. EDGF ITS HVAC Components and System Design Data
	Table 1.2.8-5. EDGF Non-ITS HVAC Components and System Design Data
	Table 1.2.8-6. LLWF—Indoor Design Temperatures
	Table 1.2.8-7. LLWF HVAC Components and System Design Data
	Table 1.2.8-8. LLWF Exhaust Components and System Design Data
	Table 1.2.8-9. CCCF and Primary Alarm Station Indoor Design Temperatures
	Table 1.2.8-10. CCCF and Primary Alarm Station HVAC Components and System Design Data

	FIGURES
	Figure 1.2.8-1. EDGF General Arrangement Legend
	Figure 1.2.8-2. EDGF General Arrangement Ground Floor Plan
	Figure 1.2.8-3. EDGF General Arrangement Roof Plan
	Figure 1.2.8-4. EDGF General Arrangement Section A
	Figure 1.2.8-5. EDGF General Arrangement Section B
	Figure 1.2.8-6. EDGF General Arrangement Section C
	Figure 1.2.8-7. EDGF General Arrangement Section D
	Figure 1.2.8-8. Central Control Center Facility Architectural Floor Plan
	Figure 1.2.8-9. Low-Level Waste Facility General Arrangement Legend
	Figure 1.2.8-10. Low-Level Waste Facility General Arrangement Ground Floor Plan
	Figure 1.2.8-11. Low-Level Waste Facility General Arrangement Second Floor and Mezzanine Plan
	Figure 1.2.8-12. Low-Level Waste Facility General Arrangement Section A
	Figure 1.2.8-13. Low-Level Waste Facility General Arrangement Section B
	Figure 1.2.8-14. Low-Level Waste Facility General Arrangement Section C
	Figure 1.2.8-15. Warehouse and Non-Nuclear Receipt Facility Architectural Floor Plan
	Figure 1.2.8-16. Heavy Equipment Maintenance Facility Architectural Floor Plan
	Figure 1.2.8-17. EDGF ITS Diesel Generator Train A Piping and Instrumentation Diagram
	Figure 1.2.8-18. EDGF ITS Diesel Generator Train A Fuel Oil System Piping and Instrumentation Diagram
	Figure 1.2.8-19. ITS Diesel Generator Fuel Oil Transfer Pump Logic Diagram
	Figure 1.2.8-20. EDGF ITS Diesel Generator Air Start System Train A Piping and Instrumentation Diagram
	Figure 1.2.8-21. EDGF ITS Diesel Generator Air Compressor Logic Diagram
	Figure 1.2.8-22. EDGF ITS Diesel Generator Jacket Water Cooling System Train A Piping and Instrumentation Diagram
	Figure 1.2.8-23. EDGF ITS Diesel Generator Lubricating Oil System Train A Piping and Instrumentation Diagram
	Figure 1.2.8-24. EDGF ITS Diesel Generator Air Intake and Exhaust Train A Piping and Instrumentation Diagram
	Figure 1.2.8-25. EDGF Nonconfinement Generator Rooms ITS HVAC Systems Ventilation Flow Diagram
	Figure 1.2.8-26. EDGF Nonconfinement Switchgear and Battery Rooms ITS HVAC Systems Ventilation Flow Diagram
	Figure 1.2.8-27. EDGF Nonconfinement Generator Room A ITS HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.8-28. EDGF Nonconfinement Switchgear Room A ITS HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.8-29. EDGF Nonconfinement Battery Room A ITS Exhaust System Ventilation and Instrumentation Diagram
	Figure 1.2.8-30. EDGF Nonconfinement Non-ITS Mechanical Room A HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.8-31. EDGF Nonconfinement Non-ITS Electrical Room HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.8-32. EDGF Nonconfinement Generator Room ITS Exhaust Fans and Dampers Logic Diagram
	Figure 1.2.8-33. EDGF Nonconfinement Switchgear Room ITS Air Handling Unit and Inlet Damper Room Logic Diagram
	Figure 1.2.8-34. EDGF Nonconfinement Battery Room ITS Exhaust Fan Digital Logic Diagram
	Figure 1.2.8-35. Low-Level Waste Facility Confinement Zoning Ground Floor Plan
	Figure 1.2.8-36. Low-Level Waste Facility Confinement Zoning Second Floor Plan
	Figure 1.2.8-37. Low-Level Waste Facility Composite Ventilation Flow Diagram Confinement Non-ITS Supply and Exhaust HVAC System
	Figure 1.2.8-38. Low-Level Waste Facility Composite Ventilation Flow Diagram Nonconfinement Non-ITS Supply and Exhaust HVAC System
	Figure 1.2.8-39. Low-Level Waste Facility Confinement Areas HVAC Supply System Ventilation and Instrumentation Diagram
	Figure 1.2.8-40. Low-Level Waste Facility Confinement Areas Air Distribution System Ventilation and Instrumentation Diagram
	Figure 1.2.8-41. Low-Level Waste Facility Confinement Non-ITS Areas HEPA Exhaust System Ventilation and Instrumentation Diagram
	Figure 1.2.8-42. Central Control Center Facility Central Control Center Areas HVAC System Ventilation Flow Diagram
	Figure 1.2.8-43. Central Control Center Facility Primary Alarm Station Areas HVAC System Ventilation Flow Diagram
	Figure 1.2.8-44. Central Control Center Facility Central Control Center Areas, Return/Exhaust HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.8-45. Central Control Center Facility Central Control Center Areas Air Handling Unit HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.8-46. Central Control Center Facility Central Control Center Areas Return/Exhaust Fan HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.8-47. Central Control Center Facility Central Control Center Areas, Communication Room HVAC System Ventilation and Instrumentation Diagram
	Figure 1.2.8-48. Central Control Center Facility Primary Alarm Station Areas Safeguards and Security Ventilation and Instrumentation Diagram
	Figure 1.2.8-49. Site Transporter Mechanical Equipment Envelope
	Figure 1.2.8-50. Cask Tractor and Cask Transfer Trailer Mechanical Equipment Envelope

	1.2.8.1 Balance of Plant Facility Descriptions
	1.2.8.1.1 Facility Descriptions
	1.2.8.1.2 Facility Operations
	1.2.8.1.3 Design Codes and Standards

	1.2.8.2 ITS Diesel Generator Mechanical Support Systems
	1.2.8.2.1 ITS Diesel Generator Fuel Oil System
	1.2.8.2.2 ITS Diesel Generator Air Start System
	1.2.8.2.3 ITS Diesel Generator Jacket Water Cooling System
	1.2.8.2.4 ITS Diesel Generator Lubricating Oil System
	1.2.8.2.5 ITS Diesel Generator Air Intake and Exhaust System

	1.2.8.3 Balance of Plant Facilities Heating, Ventilation, and Air-Conditioning
	1.2.8.3.1 Emergency Diesel Generator Facility Heating, Ventilation, and Air-Conditioning Systems
	1.2.8.3.2 Facilities HVAC

	1.2.8.4 Surface Transportation
	1.2.8.4.1 Site Transporter
	1.2.8.4.2 Cask Tractor and Cask Transfer Trailers
	1.2.8.4.3 Site Prime Movers
	1.2.8.4.4 Roads and Rails
	1.2.8.4.5 Transportation Casks

	1.2.8.5 General References

	1.3 Subsurface Structures, Systems, and Components and Operational Process Activities
	CONTENTS

	1.3.1 Subsurface Operations Overview
	CONTENTS
	TABLES
	Table 1.3.1-1. Types of Openings and Overall Excavation Summary for the Underground Layout
	Table 1.3.1-2. Repository Subsurface Facility Temperature Limits
	Table 1.3.1-3. Estimated Limiting Waste Stream Characteristics and Emplacement Sequence Results
	Table 1.3.1-4. Summary of Conformance of Subsurface Facility Design to Postclosure Control Parameters—Thermal Management

	FIGURES
	Figure 1.3.1-1. Subsurface Facility Layout
	Figure 1.3.1-2. Overall Repository Site Plan
	Figure 1.3.1-3. Subsurface Waste Package Transportation and Emplacement Block Flow Diagram
	Figure 1.3.1-4. Illustration of Turnout, and Waste Package Transportation and Emplacement Equipment
	Figure 1.3.1-5. Representation of Contiguous Waste Package Segments Emplaced in a Drift for the TSPA Reference Case Thermal Line Load
	Figure 1.3.1-6. Comparison of Linear-Load Power Functions between the Estimated Limited Waste Stream Case and the TSPA Reference Case
	Figure 1.3.1-7. ANSYS Model Results for Warmest Emplacement Drift
	Figure 1.3.1-8. Thermal Envelope for Naval SNF Canister Surface Temperature in Emplacement Drift (Preclosure and Postclosure)
	Figure 1.3.1-9. Demonstration of the Repository Waste Stream Acceptance and Emplacement
	Figure 1.3.1-10. Representation of Emplacement Drift Loading Model
	Figure 1.3.1-11. Process Flow Diagram of Emplacement Drift Loading Plan
	Figure 1.3.1-12. Initial Operating Capability Excavation and Bulkhead and Isolation Barrier Locations

	1.3.1.1 Major Subsurface Facility Structures and Equipment
	1.3.1.2 Subsurface Facility Operations
	1.3.1.2.1 Support Operations in the Subsurface Facility
	1.3.1.2.2 Waste Package Transportation
	1.3.1.2.3 Waste Package Emplacement
	1.3.1.2.4 Subsurface Facility Ventilation Operations
	1.3.1.2.5 Thermal Management
	1.3.1.2.6 Repository Performance Monitoring
	1.3.1.2.7 Concurrent Development and Emplacement Operations
	1.3.1.2.8 Waste Retrieval Operations
	1.3.1.2.9 Repository Closure Operations

	1.3.1.3 Subsurface Facility Interfaces with Facilities and Systems
	1.3.1.3.1 Facilities
	1.3.1.3.2 Major Systems
	1.3.1.3.3 Infrastructure Systems
	1.3.1.3.4 Interfaces During Repository Development

	1.3.1.4 Conformance of Design to Criteria and Bases
	1.3.1.5 General References

	1.3.2 General Subsurface Design Considerations
	CONTENTS
	TABLES
	Table 1.3.2-1. Seismic Design Requirements for Structures, Systems, and Components
	Table 1.3.2-2. Seismic Use Group and Importance Factors of Structures, Systems, and Components Designed to International Building Code
	Table 1.3.2-3. Seismic Design Input Sources for Location B, Repository Level
	Table 1.3.2-4. Codes and Standards and Regulatory Guidance Documents Used in the Design of Subsurface Important to Safety Structures, Systems, and Components
	Table 1.3.2-5. Codes and Standards and Regulatory Guidance Documents Used in the Design of Subsurface Important to Waste Isolation Structures, Systems, and Components

	FIGURES
	Figure 1.3.2-1. Seismic Time Histories for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 1 × 10-3, from the 2003–2004 Data Set
	Figure 1.3.2-2. Seismic Time Histories for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 5 × 10-4, from the 2003-2004 Data Set
	Figure 1.3.2-3. Seismic Time Histories for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 1 × 10-4, from the 2003–2004 Data Set
	Figure 1.3.2-4. Seismic Time Histories for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 1 × 10-3, from the 2007–2008 Data Set
	Figure 1.3.2-5. Seismic Time Histories for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 5 × 10-4, from the 2007–2008 Data Set
	Figure 1.3.2-6. Seismic Time Histories for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 1 × 10-4, from the 2007–2008 Data Set
	Figure 1.3.2-7. Seismic Response Spectra for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 1 × 10-3, from the 2003–2004 Data Set
	Figure 1.3.2-8. Seismic Response Spectra for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 5 × 10-4, from the 2003–2004 Data Set
	Figure 1.3.2-9. Seismic Response Spectra for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 1 × 10-4, from the 2003–2004 Data Set
	Figure 1.3.2-10. Seismic Response Spectra for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 1 × 10-3, from the 2007–2008 Data Set
	Figure 1.3.2-11. Seismic Response Spectra for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 5 × 10-4, from the 2007–2008 Data Set
	Figure 1.3.2-12. Seismic Response Spectra for Location B (Repository Level) for a Seismic Event with an Annual Exceedance Probability of 1 × 10-4, from the 2007–2008 Data Set

	1.3.2.1 General Design Approach
	1.3.2.2 Design Considerations
	1.3.2.2.1 General Layout of the Subsurface Facility
	1.3.2.2.2 Thermal Design Considerations
	1.3.2.2.3 Equipment Qualification

	1.3.2.3 Design of Subsurface Mechanical Handling Equipment
	1.3.2.3.1 Nuclear Safety Design Basis Requirements
	1.3.2.3.2 Design, Operational and Environmental Requirements

	1.3.2.4 Design of Subsurface Facility Structures, Systems, and Components
	1.3.2.4.1 Subsurface Electrical Distribution Criteria and Design Considerations
	1.3.2.4.2 Subsurface Facility Communications Criteria and Design Considerations
	1.3.2.4.3 Mining
	1.3.2.4.4 Design of Geotechnical Structures, Systems, and Components
	1.3.2.4.5 Ventilation
	1.3.2.4.6 Design of Civil and Structural Structures, Systems, and Components
	1.3.2.4.7 Design of Fire Protection Systems, Structures, and Components
	1.3.2.4.8 Design for Waste Retrieval
	1.3.2.4.9 Construction in Phases: Panel Sequencing
	1.3.2.4.10 Design for Repository Closure

	1.3.2.5 Design Methodologies for Subsurface Structures, Systems, and Components
	1.3.2.5.1 Seismic Design
	1.3.2.5.2 Criticality Design
	1.3.2.5.3 Shielding Design
	1.3.2.5.4 As Low as is Reasonably Achievable Design Methodology
	1.3.2.5.5 Consistency of Materials with Design Methodologies

	1.3.2.6 Performance and Documentation of Design Analyses
	1.3.2.7 Design Codes and Standards
	1.3.2.8 Design Loads and Load Combinations
	1.3.2.8.1 Dead Loads
	1.3.2.8.2 Live Loads
	1.3.2.8.3 Seismic Loads
	1.3.2.8.4 Transport and Emplacement Vehicle Loads
	1.3.2.8.5 Waste Package Loads
	1.3.2.8.6 Drip Shield Loads
	1.3.2.8.7 Ventilation Pressure Loads
	1.3.2.8.8 Temperature Loads
	1.3.2.8.9 Load Combinations

	1.3.2.9 Conformance of Design to Criteria and Bases
	1.3.2.10 General References

	1.3.3 Nonemplacement Areas of the Subsurface Facility
	CONTENTS
	TABLES
	Table 1.3.3-1. Characteristics for Repository Ventilation Shafts
	Table 1.3.3-2. Rock Mass Mechanical Properties for Lithophysal Rock
	Table 1.3.3-3. Rock Mass Mechanical Properties for Nonlithophysal Rock
	Table 1.3.3-4. Mechanical Properties of Concrete Liner for Repository Shafts
	Table 1.3.3-5. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Transport and Emplacement Vehicle
	Table 1.3.3-6. Design Requirements and Implementation Descriptions for the Transport and Emplacement Vehicles
	Table 1.3.3-7. Component Development Activities for Transport and Emplacement Vehicle
	Table 1.3.3-8. Summary of Conformance of Subsurface Facility Design to Postclosure Control Parameters—Nonemplacement Areas

	FIGURES
	Figure 1.3.3-1. North Portal Plan View
	Figure 1.3.3-2. South Portal Plan View
	Figure 1.3.3-3. North Construction Portal Plan View (Typical)
	Figure 1.3.3-4. Exploratory Studies Facility Showing North and South Ramp Grades
	Figure 1.3.3-5. North Portal Long Section with Construction Features
	Figure 1.3.3-6. South Portal Long Section with Construction Features
	Figure 1.3.3-7. North Construction Portal Long Section with Construction Features
	Figure 1.3.3-8. Access Main Alignments
	Figure 1.3.3-9. Waste Package Transportation Routes and Typical Turnouts
	Figure 1.3.3-10. Waste Package Transportation Routes to Panels 1, 2, and 3–East
	Figure 1.3.3-11. Waste Package Transportation Routes to Panels 3–West and 4
	Figure 1.3.3-12. Typical Access Main Finished Cross Section
	Figure 1.3.3-13. Representative Turnout Plan View and Sections
	Figure 1.3.3-14. Emplacement Drift, Turnout, and Access Main Elevation Interfaces
	Figure 1.3.3-15. Typical Shaft Collar
	Figure 1.3.3-16. Typical Details for Shaft Stations
	Figure 1.3.3-17. Typical Facilities and Equipment for an Exhaust Shaft Surface Pad
	Figure 1.3.3-18. Observation Drift and Test Alcove Plan View
	Figure 1.3.3-19. Profile of Observation Drift and Typical Arrangement of Monitoring Boreholes from Observation Alcove
	Figure 1.3.3-20. Subsurface Facility Alcove-Based Electrical Station—Typical General Arrangement and Equipment Layout
	Figure 1.3.3-21. Subsurface Facility Communications System Functional Block Diagram
	Figure 1.3.3-22. Typical Ground Support for Ramps
	Figure 1.3.3-23. 3DEC Model Configuration of the Intersection of an Access Main and a Turnout
	Figure 1.3.3-24. Typical Ground Support for Intersections
	Figure 1.3.3-25. Ground Support System in Access or Exhaust Mains
	Figure 1.3.3-26. Ground Support System in Turnouts
	Figure 1.3.3-27. Typical Ground Support for Ventilation Shafts
	Figure 1.3.3-28. Detailed View of the FLAC3D Model for the “L” Intersection
	Figure 1.3.3-29. Typical Ground Support for Observation Drift and Observation Alcove
	Figure 1.3.3-30. Typical Ground Support for Tunnel Boring Machine Launch Chambers
	Figure 1.3.3-31. Access Main Invert and Rail Elevation
	Figure 1.3.3-32. Access Main Invert and Rail Sections
	Figure 1.3.3-33. Access Main Invert and Rail Sections and Details
	Figure 1.3.3-34. Cross Section Locations for Invert Structure and Rail Designs for Turnouts
	Figure 1.3.3-35. Invert Structure and Rail Designs for Access Main and Access Main-Turnout in Area of Rail Switch
	Figure 1.3.3-36. Invert Structure and Rail Designs for Areas of Turnout Bulkhead and Tunnel Boring Machine Launch Chamber
	Figure 1.3.3-37. Invert Structure and Rail Designs in Curved Section of Turnout
	Figure 1.3.3-38. Invert Structure and Rail Designs and Details in Straight Section in Approach of Turnout to Emplacement Drift
	Figure 1.3.3-39. Transport and Emplacement Vehicle Configuration
	Figure 1.3.3-40. Transport and Emplacement Vehicle Plan and Elevation Views
	Figure 1.3.3-41. Transport and Emplacement Vehicle Seismic Restraints
	Figure 1.3.3-42. Waste Package Transportation Mechanical Handling Sequences and Operations

	1.3.3.1 Nonemplacement Areas Design Description
	1.3.3.1.1 Portals and Ramps
	1.3.3.1.2 Access Mains
	1.3.3.1.3 Exhaust Mains
	1.3.3.1.4 Turnouts
	1.3.3.1.5 Shafts
	1.3.3.1.6 Performance Confirmation Openings
	1.3.3.1.7 Alcoves and Niches
	1.3.3.1.8 Electrical Service Distribution
	1.3.3.1.9 Subsurface Equipment Communications and Controls

	1.3.3.2 Excavation
	1.3.3.3 Ground Support System
	1.3.3.3.1 System Description
	1.3.3.3.2 Operational Processes
	1.3.3.3.3 Design Codes and Standards

	1.3.3.4 Invert System
	1.3.3.4.1 System Description
	1.3.3.4.2 Operational Processes
	1.3.3.4.3 Design Codes and Standards

	1.3.3.5 Waste Package Transportation System
	1.3.3.5.1 System Description
	1.3.3.5.2 Operational Processes
	1.3.3.5.3 Safety Category Classification
	1.3.3.5.4 Administrative or Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.3.3.5.5 Design Criteria and Design Bases
	1.3.3.5.6 Design Methodologies
	1.3.3.5.7 Consistency of Materials with Design Methodologies
	1.3.3.5.8 Design Codes and Standards
	1.3.3.5.9 Design Load Combinations

	1.3.3.6 Conformance of Design to Criteria and Bases
	1.3.3.7 General References

	1.3.4 Emplacement Areas of the Subsurface Facility
	CONTENTS
	TABLES
	Table 1.3.4-1. Summary of Numerical Models Used for Emplacement and Nonemplacement Drift Ground Support Analyses
	Table 1.3.4-2. Standard Nomenclature for Waste Package Emplacement Pallet Components
	Table 1.3.4-3. Drip Shield Design Detail
	Table 1.3.4-4. Standard Nomenclature for Drip Shield Components
	Table 1.3.4-5. Summary of Conformance of Subsurface Facility Design to Postclosure Control Parameters—Emplacement Areas

	FIGURES
	Figure 1.3.4-1. Simplified Representation of the Subsurface Facility Standoffs as Applicable to an Emplacement Drift
	Figure 1.3.4-2. Underground Layout Configuration and Geologic Units by Panel
	Figure 1.3.4-3. Typical Emplacement Drift Configuration
	Figure 1.3.4-4. Typical Emplacement Drift Cross Section
	Figure 1.3.4-5. Emplacement Drift Steel Invert
	Figure 1.3.4-6. Conceptual Tunnel Boring Machine for the Emplacement Drift
	Figure 1.3.4-7. Schematic of Typical Emplacement Drift Permanent Ground Support
	Figure 1.3.4-8. Emplacement Drift Invert—Plan and Elevation
	Figure 1.3.4-9. Emplacement Drift Invert—Steel Frame and Ballast Details
	Figure 1.3.4-10. Emplacement Drift Invert—Steel Structure Details
	Figure 1.3.4-11. Standard Waste Package Emplacement Pallet
	Figure 1.3.4-12. Short Waste Package Emplacement Pallet
	Figure 1.3.4-13. Emplacement Pallet Loaded with Waste Package
	Figure 1.3.4-14. Interlocking Drip Shield
	Figure 1.3.4-15. Drip Shield Structural Details
	Figure 1.3.4-16. Emplacement Drift Exhaust Air Temperatures as a Function of Time and Distance from the Drift Inlet (Full Drift) for Drifts Loaded with a Thermal Line Load of 2.0 kW/m
	Figure 1.3.4-17. Drip Shield Emplacement Gantry
	Figure 1.3.4-18. Emplacement Drift Configuration for Drip Shield Emplacement
	Figure 1.3.4-19. Conceptualized Representation of Waste Package Emplacement Operations
	Figure 1.3.4-20. Transport and Emplacement Vehicle with Waste Package in the Emplacement Drift

	1.3.4.1 Description of Subsurface Facility Emplacement Areas
	1.3.4.2 Emplacement Areas Design Description
	1.3.4.2.1 Design Considerations for Location of the Emplacement Areas
	1.3.4.2.2 Design Considerations on Faulting
	1.3.4.2.3 Summary of Emplacement Area Design Features

	1.3.4.3 Excavation
	1.3.4.4 Ground Support System
	1.3.4.4.1 System Description
	1.3.4.4.2 Operational Processes
	1.3.4.4.3 Design Codes and Standards

	1.3.4.5 Invert System
	1.3.4.5.1 System Description
	1.3.4.5.2 Operational Processes
	1.3.4.5.3 Safety Category Classification
	1.3.4.5.4 Administrative or Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.3.4.5.5 Design Criteria and Design Bases
	1.3.4.5.6 Design Methodologies
	1.3.4.5.7 Consistency of Materials with Design Methodologies
	1.3.4.5.8 Design Codes and Standards
	1.3.4.5.9 Design Load Combinations

	1.3.4.6 Waste Package Emplacement Pallet System
	1.3.4.6.1 System Description
	1.3.4.6.2 Operational Processes
	1.3.4.6.3 Safety Category Classification
	1.3.4.6.4 Administrative or Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.3.4.6.5 Design Criteria and Design Bases
	1.3.4.6.6 Design Methodologies
	1.3.4.6.7 Consistency of Materials with Design Methodologies
	1.3.4.6.8 Design Codes and Standards
	1.3.4.6.9 Design Load Combinations

	1.3.4.7 Drip Shield System
	1.3.4.7.1 System Description
	1.3.4.7.2 Operational Processes
	1.3.4.7.3 Safety Category Classification
	1.3.4.7.4 Administrative or Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.3.4.7.5 Design Criteria and Design Bases
	1.3.4.7.6 Design Methodologies
	1.3.4.7.7 Consistency of Materials with Design Methodologies
	1.3.4.7.8 Design Codes and Standards
	1.3.4.7.9 Design Load Combinations

	1.3.4.8 Waste Package Emplacement System
	1.3.4.8.1 System Description
	1.3.4.8.2 Operational Processes
	1.3.4.8.3 Safety Category Classification
	1.3.4.8.4 Administrative or Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.3.4.8.5 Design Criteria and Design Bases
	1.3.4.8.6 Design Methodologies
	1.3.4.8.7 Consistency of Materials with Design Methodologies
	1.3.4.8.8 Design Codes and Standards
	1.3.4.8.9 Design Load Combinations

	1.3.4.9 Conformance of Design to Criteria and Bases
	1.3.4.10 General References

	1.3.5 Subsurface Facility Ventilation
	CONTENTS
	TABLES
	Table 1.3.5-1. Emplacement Drift Inlet Air Properties, Weighted Averages at Exploratory Studies Facility Station 28+93
	Table 1.3.5-2. Normal Range of Air Temperatures for Subsurface Facility
	Table 1.3.5-3. Twelve Waste Package Segment Used in Numerical Simulations of Subsurface Ventilation Shutdown Cases, with Waste Package Order of Emplacement in the Segment and Initial Heat Loads
	Table 1.3.5-4. Summary of Conformance of Subsurface Facility Design to Postclosure Control Parameters—Subsurface Ventilation

	FIGURES
	Figure 1.3.5-1. Subsurface Ventilation System and Instrumentation Diagram
	Figure 1.3.5-2. Underground Layout and Location of Ramps and Shafts
	Figure 1.3.5-3. Typical Exhaust Fan Installation Configuration, Section and Plan View
	Figure 1.3.5-4. Typical Intake Shaft Configuration, Section and Plan View
	Figure 1.3.5-5. Subsurface Repository Ventilation System at Full Emplacement
	Figure 1.3.5-6. Concurrent Development and Emplacement Operations in Panel 1 (Initial Operating Capability)
	Figure 1.3.5-7. Concurrent Development and Emplacement Operations in Panel 2 (Panel 1 Fully Loaded)
	Figure 1.3.5-8. Isolation Barriers Types A, B, and C—General Arrangements
	Figure 1.3.5-9. Turnout Bulkhead and Emplacement Access Doors
	Figure 1.3.5-10. Typical Turnout Bulkhead and Emplacement Access Door Dimensions
	Figure 1.3.5-11. Emplacement Access Doors—Counter Opening Arrangement
	Figure 1.3.5-12. Emplacement Access Door Instrumentation and Controls
	Figure 1.3.5-13. Example of Butterfly-Type Airflow Regulator
	Figure 1.3.5-14. Subsurface Ventilation Flow Diagrams for Development and Emplacement Sides
	Figure 1.3.5-15. Subsurface Ventilation Schematic for Panel 1 Development and Emplacement Sides
	Figure 1.3.5-16. Typical Local Ventilation Arrangement for the Tunnel Boring Machine Excavation
	Figure 1.3.5-17. Peak Temperature Histories for Emplacement Drift Wall and EBS Components Adjacent to the Location of the Hottest Waste Package (WP6), for the Numerical Simulation of Forced Ventilation Shutdown Occurring One Year After Beginning of E...
	Figure 1.3.5-18. Temperature Histories for an 18.0-kW TAD Waste Package, Case 4v_1y Boundary Conditions
	Figure 1.3.5-19. Naval SNF Canister Surface Temperature Comparison—Misplacement of a 22.0-kW Commercial SNF Waste Package in a 1.45-kW/m Naval Drift Segment Loaded with One 12.9-kW Naval SNF Waste Package, with 40% Natural Ventilation Efficiency Du...
	Figure 1.3.5-20. Naval SNF Canister Surface Temperature Comparison—Misplacement of an 11.8-kW Naval SNF Waste Package in a 2.0-kW/m Commercial SNF Drift Segment with 40% Natural Ventilation Efficiency During Preclosure and with Occurrence of an Off...

	1.3.5.1 System Description
	1.3.5.1.1 System Function
	1.3.5.1.2 System Location and Functional Arrangement
	1.3.5.1.3 Subsystems and Major Components
	1.3.5.1.4 System Interfaces
	1.3.5.1.5 System Maintenance Considerations

	1.3.5.2 Operational Processes and Procedures
	1.3.5.2.1 Emplacement Access Door Operation
	1.3.5.2.2 Airflow Regulator Operation

	1.3.5.3 Safety Category Classification
	1.3.5.3.1 Events Leading to Ventilation Shutdown
	1.3.5.3.2 Analysis of Thermal Effects from a Ventilation Shutdown
	1.3.5.3.3 Summary of Ventilation Loss Analyses Results
	1.3.5.3.4 Considerations for Potential Radioactive Releases from the Subsurface Facility

	1.3.5.4 Design Codes and Standards
	1.3.5.5 Conformance of Design to Criteria and Bases
	1.3.5.6 General References

	1.3.6 Subsurface Facility Closure
	CONTENTS
	TABLES
	Table 1.3.6-1. Repository Committed Materials in Emplacement Drifts—Summary of Preliminary Estimates
	Table 1.3.6-2. Repository Committed Materials in Nonemplacement Openings—Summary of Preliminary Estimates
	Table 1.3.6-3. Summary of Conformance of Subsurface Facility Design to Postclosure Control Parameters—Repository Closure

	FIGURES
	Figure 1.3.6-1. General Sequence of Repository Closure Activities
	Figure 1.3.6-2. Conceptual Arrangement for Placement of Backfill in Ramps
	Figure 1.3.6-3. Conceptual Arrangement for Placement of Backfill in Shafts

	1.3.6.1 Closure Processes
	1.3.6.1.1 Final Inspection of Waste Packages
	1.3.6.1.2 Installation of Drip Shields
	1.3.6.1.3 Removal of Noncommitted Materials from the Subsurface
	1.3.6.1.4 Placement of Backfill
	1.3.6.1.5 Regrading and Site Restoration

	1.3.6.2 Operational Processes
	1.3.6.3 Safety Category Classification
	1.3.6.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.3.6.5 Design Criteria and Design Bases
	1.3.6.6 Design Methodologies
	1.3.6.7 Consistency of Materials with Design Methodologies
	1.3.6.8 Design Codes and Standards
	1.3.6.9 Design Load Combinations
	1.3.6.10 Conformance of Design to Criteria and Bases
	1.3.6.11 General References

	1.4 Infrastructure Structures, Systems, Components, Equipment, and Operational Process Activities
	CONTENTS

	1.4.1 Electric Power
	CONTENTS
	TABLES
	Table 1.4.1-1. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Electrical Systems

	FIGURES
	Figure 1.4.1-1. 138 kV–13.8 kV Switchyard Power Distribution Main Single Line
	Figure 1.4.1-2. 13.8 kV Normal Power Distribution Main Single Line (Sheet 1 of 6)
	Figure 1.4.1-2. 13.8 kV Normal Power Distribution Main Single Line (Sheet 2 of 6)
	Figure 1.4.1-2. 13.8 kV Normal Power Distribution Main Single Line (Sheet 3 of 6)
	Figure 1.4.1-2. 13.8 kV Normal Power Distribution Main Single Line (Sheet 4 of 6)
	Figure 1.4.1-2. 13.8 kV Normal Power Distribution Main Single Line (Sheet 5 of 6)
	Figure 1.4.1-2. 13.8 kV Normal Power Distribution Main Single Line (Sheet 6 of 6)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 1 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 2 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 3 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 4 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 5 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 6 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 7 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 8 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 9 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 10 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 11 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 12 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 13 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 14 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 15 of 16)
	Figure 1.4.1-3. Canister Receipt and Closure Facility Normal AC Electrical Power (Sheet 16 of 16)
	Figure 1.4.1-4. Central Control Center Facility Normal AC Electrical Power (Sheet 1 of 4)
	Figure 1.4.1-4. Central Control Center Facility Normal AC Electrical Power (Sheet 2 of 4)
	Figure 1.4.1-4. Central Control Center Facility Normal AC Electrical Power (Sheet 3 of 4)
	Figure 1.4.1-4. Central Control Center Facility Normal AC Electrical Power (Sheet 4 of 4)
	Figure 1.4.1-5. Subsurface North Ramp and Panel Mains Normal AC Main Single Line Diagram (Typical)
	Figure 1.4.1-6. Subsurface Facility Access Main Electrical Station Location
	Figure 1.4.1-7. 13.8 kV Main Switchgear Facility Single Line Diagram Normal 125 V DC
	Figure 1.4.1-8. Canister Receipt and Closure Facility 480/277 V Normal Uninterruptible Power Supply Inverter
	Figure 1.4.1-9. Canister Receipt and Closure Facility 208/120 V Normal Uninterruptible Power Supply Inverter
	Figure 1.4.1-10. Emergency Diesel Generator Facility ITS Train A 13.8 kV Single Line Diagram
	Figure 1.4.1-11. Emergency Diesel Generator Facility ITS Train B 13.8 kV Single Line Diagram
	Figure 1.4.1-12. Canister Receipt and Closure Facility ITS AC Electrical Power Train A (Sheet 1 of 2)
	Figure 1.4.1-12. Canister Receipt and Closure Facility ITS AC Electrical Power Train A (Sheet 2 of 2)
	Figure 1.4.1-13. Canister Receipt and Closure Facility ITS AC Electrical Power Train B (Sheet 1 of 2)
	Figure 1.4.1-13. Canister Receipt and Closure Facility ITS AC Electrical Power Train B (Sheet 2 of 2)
	Figure 1.4.1-14. Wet Handling Facility ITS AC Electrical Power Train A (Sheet 1 of 2)
	Figure 1.4.1-14. Wet Handling Facility ITS AC Electrical Power Train A (Sheet 2 of 2)
	Figure 1.4.1-15. Wet Handling Facility ITS AC Electrical Power Train B (Sheet 1 of 2)
	Figure 1.4.1-15. Wet Handling Facility ITS AC Electrical Power Train B (Sheet 2 of 2)
	Figure 1.4.1-16. Emergency Diesel Generator Facility ITS Train A 480 V Single Line Diagram
	Figure 1.4.1-17. Emergency Diesel Generator Facility ITS Train B 480 V Single Line Diagram
	Figure 1.4.1-18. ITS Diesel Generators Train A Logic Diagram
	Figure 1.4.1-19. ITS Diesel Generators Train B Logic Diagram
	Figure 1.4.1-20. Emergency Diesel Generator Facility ITS 125 V DC Battery Subsystem Train A Single Line Diagram
	Figure 1.4.1-21. Emergency Diesel Generator Facility ITS 125 V DC Battery Subsystem Train B Single Line Diagram
	Figure 1.4.1-22. Canister Receipt and Closure Facility ITS Uninterruptible Power Supply Train A
	Figure 1.4.1-23. Canister Receipt and Closure Facility ITS Uninterruptible Power Supply Train B
	Figure 1.4.1-24. Wet Handling Facility ITS Uninterruptible Power Supply Train A
	Figure 1.4.1-25. Wet Handling Facility ITS Uninterruptible Power Supply Train B
	Figure 1.4.1-26. Emergency Diesel Generator Facility ITS Train A Uninterruptible Power Supply Single Line Diagram
	Figure 1.4.1-27. Emergency Diesel Generator Facility ITS Train B Uninterruptible Power Supply Single Line Diagram

	1.4.1.1 Normal Electrical Power
	1.4.1.1.1 System Description
	1.4.1.1.2 Normal Electrical Power Operational Processes
	1.4.1.1.3 Normal Electrical Power Codes and Standards

	1.4.1.2 ITS Power
	1.4.1.2.1 System Description
	1.4.1.2.2 Operational Processes
	1.4.1.2.3 Safety Category Classification
	1.4.1.2.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.4.1.2.5 Design Bases and Design Criteria
	1.4.1.2.6 Design Methodologies
	1.4.1.2.7 Consistency of Materials with Design Methodologies
	1.4.1.2.8 Design Codes and Standards for AC and DC ITS Electrical Power
	1.4.1.2.9 Load Combinations Used for Normal and Category 1 and Category 2 Event Sequence Conditions

	1.4.1.3 ITS DC Electrical Power and Uninterruptible Power Supply
	1.4.1.3.1 System Description
	1.4.1.3.2 Operational Processes
	1.4.1.3.3 Safety Category Classification
	1.4.1.3.4 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.4.1.3.5 Design Bases and Design Criteria
	1.4.1.3.6 Design Methodologies
	1.4.1.3.7 Consistency of Materials with Design Methodologies
	1.4.1.3.8 Design Codes and Standards
	1.4.1.3.9 Load Combinations Used for Normal and Category 1 and Category 2 Event Sequence Conditions

	1.4.1.4 Electrical Support Subsystems
	1.4.1.4.1 Lighting
	1.4.1.4.2 Grounding
	1.4.1.4.3 Lightning Protection
	1.4.1.4.4 Cathodic Protection
	1.4.1.4.5 Heat Tracing
	1.4.1.4.6 Cable Raceway
	1.4.1.4.7 Design Codes and Standards

	1.4.1.5 General References

	1.4.2 Controls and Monitoring
	CONTENTS
	TABLES
	Table 1.4.2-1. ITS Controls
	Table 1.4.2-2. Location of Meteorological Towers and Instruments Associated with Each Tower
	Table 1.4.2-3. Selected Postevent Monitoring Parameters

	FIGURES
	Figure 1.4.2-1. Digital Control and Management Information System Architecture
	Figure 1.4.2-2. Digital Control and Management Information System Block Diagram (Sheet 1 of 2)
	Figure 1.4.2-2. Digital Control and Management Information System Block Diagram (Sheet 2 of 2)
	Figure 1.4.2-3. Radiation/Radiological Monitoring System Functional Block Diagram
	Figure 1.4.2-4. Environmental/Meteorological Monitoring System Functional Block Diagram
	Figure 1.4.2-5. Communications System Functional Block Diagram
	Figure 1.4.2-6. Network Architecture
	Figure 1.4.2-7. Communications System Organization
	Figure 1.4.2-8. Site Topology—SONET Configuration—Surface/Subsurface
	Figure 1.4.2-9. Site Topology—Wireless Configuration—Main and Emplacement Drifts
	Figure 1.4.2-10. Boundaries and Interfaces
	Figure 1.4.2-11. Emergency Management Communications

	1.4.2.1 Digital Control and Management Information
	1.4.2.1.1 System Description
	1.4.2.1.2 Operational Processes
	1.4.2.1.3 Design Codes and Standards

	1.4.2.2 Radiation/Radiological Monitoring
	1.4.2.2.1 System Description
	1.4.2.2.2 Design Codes and Standards

	1.4.2.3 Environmental/Meteorological Monitoring System
	1.4.2.3.1 System Description
	1.4.2.3.2 Operational Processes
	1.4.2.3.3 Design Codes and Standards

	1.4.2.4 Communications
	1.4.2.4.1 System Description
	1.4.2.4.2 Communications Processes
	1.4.2.4.3 Design Codes and Standards

	1.4.2.5 Postevent Monitoring
	1.4.2.5.1 Description
	1.4.2.5.2 Operational Processes
	1.4.2.5.3 Design Codes and Standards

	1.4.2.6 General References

	1.4.3 Fire Protection
	CONTENTS
	TABLES
	Table 1.4.3-1. Automatic Fire Suppression System Types
	Table 1.4.3-2. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Fire Protection Systems
	Table 1.4.3-3. Detection System

	FIGURES
	Figure 1.4.3-1. Fire Water Loop 1 and Loop 2 Flow Diagram
	Figure 1.4.3-2. Initial Handling Facility Fire Suppression Coverage—Ground Floor Plan at Elevation +0¢ -0²
	Figure 1.4.3-3. Initial Handling Facility Fire Suppression Coverage—Second Floor Plan at Elevation +37¢ -0²
	Figure 1.4.3-4. Initial Handling Facility Fire Suppression Coverage—Roof Plan at Elevation +73¢ -0²
	Figure 1.4.3-5. Wet Handling Facility—Fire Suppression Coverage—Ground Floor Plan at Elevation 0¢ -0²
	Figure 1.4.3-6. Wet Handling Facility—Fire Suppression Coverage—Second Floor Plan at Elevation 40¢ -0²
	Figure 1.4.3-7. Wet Handling Facility—Fire Suppression Coverage—Plan below Elevation 40¢ -0²
	Figure 1.4.3-8. Wet Handling Facility—Fire Suppression Coverage—Pool Plan at Elevation -52¢ -0²
	Figure 1.4.3-9. Receipt Facility Fire Suppression Coverage—Ground Floor Plan at Elevation +0¢ -0²
	Figure 1.4.3-10. Receipt Facility Fire Suppression Coverage—Second Floor Plan at Elevation +32¢ -0²
	Figure 1.4.3-11. Receipt Facility Fire Suppression Coverage—Third Floor Plan at Elevation +64¢ -0²
	Figure 1.4.3-12. Canister Receipt and Closure Facility Fire Suppression Coverage—Ground Floor Plan at Elevation +0¢ -0²
	Figure 1.4.3-13. Canister Receipt and Closure Facility Fire Suppression Coverage—Second Floor Plan at Elevation +32¢ -0²
	Figure 1.4.3-14. Canister Receipt and Closure Facility Fire Suppression Coverage—Third Floor Plan at Elevation +64¢ -0²
	Figure 1.4.3-15. Fire Water Supply Area 28A Fire Water Storage
	Figure 1.4.3-16. Fire Water Supply Area 28A Fire Water Distribution
	Figure 1.4.3-17. Fire Water Supply Area 28B Fire Water Storage
	Figure 1.4.3-18. Fire Water Supply Area 28B Fire Water Distribution
	Figure 1.4.3-19. Fire Water Supply Area 28E Fire Water Storage
	Figure 1.4.3-20. Fire Water Supply Area 28E Fire Water Distribution
	Figure 1.4.3-21. Typical Double-Interlocked Preaction Sprinkler Arrangement

	1.4.3.1 Fire Hazard Analyses
	1.4.3.1.1 Scope
	1.4.3.1.2 Analysis Methodology

	1.4.3.2 Fire Protection System Description
	1.4.3.2.1 Fire Protection System for Surface Facilities
	1.4.3.2.2 Fire Protection System for the Subsurface Emplacement Area

	1.4.3.3 Operational Processes
	1.4.3.3.1 Surface Fire Protection
	1.4.3.3.2 Subsurface Fire Protection

	1.4.3.4 Design Codes and Standards
	1.4.3.5 Fire Protection Program
	1.4.3.5.1 Purpose
	1.4.3.5.2 Organization
	1.4.3.5.3 Qualifications for Fire Protection during Operations
	1.4.3.5.4 System Design
	1.4.3.5.5 Inspection, Testing, and Maintenance
	1.4.3.5.6 Operability Requirements, Impairments, and Compensatory Measures
	1.4.3.5.7 Fire Prevention
	1.4.3.5.8 Emergency Response

	1.4.3.6 General References

	1.4.4 Plant Services
	CONTENTS
	TABLES
	Table 1.4.4-1. Compressed Air by Facility
	Table 1.4.4-2. Service Gas Subsystem 30-Day Consumption Rate

	FIGURES
	Figure 1.4.4-1. Utilities Facility Layout
	Figure 1.4.4-2. Canister Receipt and Closure Facility General Purpose Air System Piping and Instrumentation Diagram
	Figure 1.4.4-3. Canister Receipt and Closure Facility Instrument Air System Piping and Instrumentation Diagram
	Figure 1.4.4-4. Canister Receipt and Closure Facility Helium and Argon-Helium Mixture Piping and Instrumentation Diagram
	Figure 1.4.4-5. Diesel Fuel Oil Storage Tank, Diesel Fuel Oil System Storage and Distribution System Piping and Instrumentation Diagram
	Figure 1.4.4-6. Infrastructure Raw Water System Supply and Distribution Piping and Instrumentation Diagram (Sheet 1 of 2)
	Figure 1.4.4-6. Infrastructure Raw Water System Supply and Distribution Piping and Instrumentation Diagram (Sheet 2 of 2)
	Figure 1.4.4-7. Infrastructure Potable Water System Supply Piping and Instrumentation Diagram
	Figure 1.4.4-8. Infrastructure Potable Water Distribution Supply Piping and Instrumentation Diagram
	Figure 1.4.4-9. Utilities Facility Deionized Water System Supply and Distribution Piping and Instrumentation Diagram
	Figure 1.4.4-10. Utilities Facility Plant Hot Water System Primary Loop Pumps Piping and Instrumentation Diagram
	Figure 1.4.4-11. Utilities Facility Plant Hot Water System Primary Loop Boiler A Piping and Instrumentation Diagram
	Figure 1.4.4-12. Utilities Facility Plant Hot Water System Distribution Loop Piping and Instrumentation Diagram
	Figure 1.4.4-13. Utilities Facility Chilled Water System Primary Loop Pumps Piping and Instrumentation Diagram
	Figure 1.4.4-14. Utilities Facility Chilled Water System Primary Loop Chiller A Piping and Instrumentation Diagram
	Figure 1.4.4-15. Utilities Facility Chilled Water System Distribution Loop Piping and Instrumentation Diagram
	Figure 1.4.4-16. Cooling Tower Condenser Water System Pumps Piping and Instrumentation Diagram
	Figure 1.4.4-17. Utilities Facility Condenser Water System Chiller A Piping and Instrumentation Diagram
	Figure 1.4.4-18. Condenser Water System Cooling Towers Piping and Instrumentation Diagram

	1.4.4.1 General Purpose and Instrument Air Subsystems
	1.4.4.1.1 System Description
	1.4.4.1.2 Operational Processes
	1.4.4.1.3 Design Codes and Standards

	1.4.4.2 Service Gases Subsystems
	1.4.4.2.1 System Description
	1.4.4.2.2 Operational Processes
	1.4.4.2.3 Design Codes and Standards

	1.4.4.3 Fuel Oil Subsystem
	1.4.4.3.1 System Description
	1.4.4.3.2 Operational Processes
	1.4.4.3.3 Design Codes and Standards

	1.4.4.4 Raw, Potable, and Deionized Water Subsystems
	1.4.4.4.1 System Description
	1.4.4.4.2 Operational Processes
	1.4.4.4.3 Design Codes and Standards

	1.4.4.5 Hot Water Heating and Chilled Water Cooling Subsystems
	1.4.4.5.1 System Description
	1.4.4.5.2 Operational Processes
	1.4.4.5.3 Design Codes and Standards

	1.4.4.6 General References

	1.4.5 Waste Management
	CONTENTS
	TABLES
	Table 1.4.5-1. Anticipated Annual Volume of Low-Level Radioactive Waste
	Table 1.4.5-2. Estimated Radionuclide Concentration of Low-Level Radioactive Waste (Ci/m3)

	FIGURES
	Figure 1.4.5-1. Liquid Low-Level Radioactive Waste Management System Piping and Instrumentation Diagram
	Figure 1.4.5-2. Spent Resin Handling System Piping and Instrumentation Diagram

	1.4.5.1 Low-Level Radioactive Waste Management
	1.4.5.1.1 Description
	1.4.5.1.2 Operational Processes
	1.4.5.1.3 Design Codes and Standards

	1.4.5.2 Nonradiological Waste Management
	1.4.5.2.1 Description
	1.4.5.2.2 Operational Processes
	1.4.5.2.3 Design Codes and Standards

	1.4.5.3 General References

	1.5 Waste Form and Waste Package
	CONTENTS

	1.5.1 Characteristics of Spent Nuclear Fuel and High-Level Radioactive Waste
	CONTENTS
	TABLES
	Table 1.5.1-1. Summary of Repository Inventory
	Table 1.5.1-2. Physical Characteristics of Pressurized Water Reactor Assembly Classes
	Table 1.5.1-3. Physical Characteristics of Boiling Water Reactor Assembly Classes
	Table 1.5.1-4. Assembly Types and Their Main Characteristics as of December 31, 2002
	Table 1.5.1-5. Summary of Commercial SNF Characteristics as of December 31, 2002
	Table 1.5.1-6. Commercial SNF Fuel Assembly Initial Crud Activities
	Table 1.5.1-7. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the TAD Canister
	Table 1.5.1-8. Summary of Conformance of Commercial SNF to Postclosure Control Parameters
	Table 1.5.1-9. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Dual-Purpose Canister
	Table 1.5.1-10. Demonstration of Transportation, Aging, and Disposal Canister System Compliance with Transportation, Aging, and Disposal Canister Performance Specification Requirements
	Table 1.5.1-11. Thermal Power of the Average and Bounding Pressurized Water Reactor and Boiling Water Reactor Fuel Assemblies
	Table 1.5.1-12. Nuclide Radioactivity of the Average and Bounding Pressurized Water Reactor and Boiling Water Reactor Fuel Assemblies
	Table 1.5.1-13. Commercial SNF Analysis Basis
	Table 1.5.1-14. Chemical Composition (wt %) of HLW Glasses
	Table 1.5.1-15. Approximate Mass of HLW per Canister
	Table 1.5.1-16. Nominal Values of Physical Parameters of the Standard Canisters for HLW
	Table 1.5.1-17. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the HLW Canister
	Table 1.5.1-18. Design Codes and Standards Related to HLW Canisters
	Table 1.5.1-19. HLW Waste Thermal Information at 2017
	Table 1.5.1-20. Total Radionuclide Inventory for each HLW Glass Type at 2017
	Table 1.5.1-21. Maximum Radionuclide Inventory per HLW Glass Canister at 2017
	Table 1.5.1-22. HLW Analysis Basis
	Table 1.5.1-23. DOE SNF Fuel Group Disposal Analysis Plan
	Table 1.5.1-24. Ranges of Nominal Properties for DOE Spent Nuclear Fuel
	Table 1.5.1-25. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the DOE SNF Canister
	Table 1.5.1-26. Deterministic Evaluation of Drop Events
	Table 1.5.1-27. Calculated Peak Equivalent Plastic Strains for Drop Events Evaluated
	Table 1.5.1-28. Total Thermal Power of DOE Spent Nuclear Fuel at a Specified Time
	Table 1.5.1-29. Total DOE SNF Radionuclide Inventory
	Table 1.5.1-30. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Naval SNF Canister
	Table 1.5.1-31. Naval SNF Postclosure Nuclear Safety Design Basis
	Table 1.5.1-32. Radionuclide Inventory for a Representative Naval SNF Canister 5 Years after Reactor Shutdown

	FIGURES
	Figure 1.5.1-1. Representative 15 × 15 Pressurized Water Reactor Fuel Assembly
	Figure 1.5.1-2. Initial Enrichment and Discharge Burnup Evolution for Pressurized Water Reactors as of December 31, 2002, and Projections for the Next Five Cycles
	Figure 1.5.1-3. Representative 8 × 8 Boiling Water Reactor Fuel Assembly
	Figure 1.5.1-4. Initial Enrichment and Discharge Burnup Evolution for Boiling Water Reactors as of December 31, 2002, and Projections for the Next Five Cycles
	Figure 1.5.1-5. Transportation, Aging, and Disposal Canister (Conceptual Representation)
	Figure 1.5.1-6. Thermal Power after Discharge: Comparison of Pressurized Water Reactor and Boiling Water Reactor
	Figure 1.5.1-7. Radioactivity after Discharge: Comparison of Pressurized Water Reactor and Boiling Water Reactor
	Figure 1.5.1-8. High-Level Radioactive Waste Standardized Canisters
	Figure 1.5.1-9. Standardized DOE SNF Canister
	Figure 1.5.1-10. Cross-Sectional Layout for a FFTF-MOX Basket
	Figure 1.5.1-11. Cross-Sectional Layout for a Shippingport LWBR Fuel Basket
	Figure 1.5.1-12. Cross-Sectional Layout for a Shippingport PWR Core 2 Fuel Basket
	Figure 1.5.1-13. Cross-Sectional Layout for a Fermi Fuel Basket
	Figure 1.5.1-14. Cross-Sectional Layout for a TRIGA Fuel Basket
	Figure 1.5.1-15. Cross-Sectional Layout for a Fort St. Vrain Fuel Basket
	Figure 1.5.1-16. Cross-Sectional Layout for a Three Mile Island Unit 2 Canister Basket
	Figure 1.5.1-17. Cross-Sectional Layout for an Aluminum Fuels Basket
	Figure 1.5.1-18. Multicanister Overpack
	Figure 1.5.1-19. Cross-Sectional Layout for Mark IA Fuel Basket
	Figure 1.5.1-20. Cross-Sectional Layout for a Single Pass Reactor Basket
	Figure 1.5.1-21. Cross-Sectional Layout for Mark IV Fuel Basket
	Figure 1.5.1-22. Cross-Sectional Layout for Shippingport PWR Core 2 Multicanister Overpack Blanket Insert
	Figure 1.5.1-23. Deformed Shape of Standardized Canister for 30-ft Center-of-Gravity over Corner Drop (Lower End-Side View)
	Figure 1.5.1-24. Deformed Shape of Standardized Canister for 30-ft Center-of-Gravity over Corner Drop (Lower End-Side View)
	Figure 1.5.1-25. Deformed Shape of Standardized Canister for 45° Drop from 30 ft (Lower End-End View)
	Figure 1.5.1-26. Deformed Shape of Standardized Canister for 45° Drop from 30 ft (Lower End-End View)
	Figure 1.5.1-27. Deformed Shape of Standardized Canister for 40-in. Drop onto a 6-in. Post (Isometric View)
	Figure 1.5.1-28. Deformed Shape of Standardized Canister for 40-in. Drop onto a 6-in. Post (Isometric View)
	Figure 1.5.1-29. Typical Naval Spent Nuclear Fuel Canister
	Figure 1.5.1-30. Typical Naval Spent Nuclear Fuel Canister Closure Design
	Figure 1.5.1-31. Typical Control Rod Retention Pin
	Figure 1.5.1-32. Typical Packaging Method A Naval Spent Nuclear Fuel Basket
	Figure 1.5.1-33. Conceptual Packaging Method B Naval SNF Basket
	Figure 1.5.1-34. Conceptual Naval Corrosion-Resistant Can

	1.5.1.1 Commercial SNF
	1.5.1.1.1 Physical Characteristics of Commercial SNF and Canisters
	1.5.1.1.2 Thermal Characteristics of Commercial SNF
	1.5.1.1.3 Nuclear Characteristics of Commercial SNF
	1.5.1.1.4 Source-Term Characteristics of Commercial SNF
	1.5.1.1.5 TAD Canister and DPC Conformance of Design to Criteria and Bases

	1.5.1.2 High-Level Radioactive Waste
	1.5.1.2.1 Physical Characteristics of HLW and HLW Canisters
	1.5.1.2.2 Thermal Characteristics of HLW
	1.5.1.2.3 Nuclear Characteristics of HLW
	1.5.1.2.4 Source-Term Characteristics of HLW
	1.5.1.2.5 Conformance of Design to Criteria and Bases

	1.5.1.3 DOE SNF
	1.5.1.3.1 Physical Characteristics of DOE SNF and Disposal Canisters
	1.5.1.3.2 Thermal Characteristics of DOE SNF
	1.5.1.3.3 Nuclear Characteristics of DOE SNF
	1.5.1.3.4 Source-Term Characteristics of DOE SNF
	1.5.1.3.5 Conformance of Design to Criteria and Bases

	1.5.1.4 Naval SNF
	1.5.1.4.1 Physical Characteristics of Naval SNF and Canisters
	1.5.1.4.2 Thermal Characteristics of Naval SNF
	1.5.1.4.3 Nuclear Characteristics of Naval SNF
	1.5.1.4.4 Source Term Characteristics of Naval SNF
	1.5.1.4.5 Naval SNF Canister Conformance of Design to Criteria and Bases

	1.5.1.5 General References

	1.5.2 Waste Packages and Their Components
	CONTENTS
	TABLES
	Table 1.5.2-1. Waste Package Configurations
	Table 1.5.2-2. Breakdown of Waste Package Configurations
	Table 1.5.2-3. Physical Dimensions and Weights of the Commercial Waste Package Configuration
	Table 1.5.2-4. Waste Package Configuration Component Materials
	Table 1.5.2-5. Physical Dimensions of Waste Package Configurations for DOE Waste Forms
	Table 1.5.2-6. Preclosure Nuclear Safety Design Bases and their Relationship to Design Criteria for the Waste Package
	Table 1.5.2-7. Summary of Conformance of Waste Package Design to Postclosure Control Parameters
	Table 1.5.2-8. Summary of Structural Analyses for Normal Loads
	Table 1.5.2-9. Summary of Structural Analyses of Outer Corrosion Barrier for Event Sequences
	Table 1.5.2-10. Tiered Screening Criteria for Material Failure for Mechanical Loading
	Table 1.5.2-11. Alloy 22 Design Properties
	Table 1.5.2-12. Radiation Shielding of Inner Lid
	Table 1.5.2-13. Nondestructive Examination of Major Fabrication Welds of the Waste Package

	FIGURES
	Figure 1.5.2-1. Waste Form and Waste Package Configurations
	Figure 1.5.2-2. Waste Package Configurations
	Figure 1.5.2-3. Transportation, Aging, and Disposal Waste Package Configuration (Sheet 1 of 3)
	Figure 1.5.2-3. Transportation, Aging, and Disposal Waste Package Configuration (Sheet 2 of 3)
	Figure 1.5.2-3. Transportation, Aging, and Disposal Waste Package Configuration (Sheet 3 of 3)
	Figure 1.5.2-4. 5-DHLW/DOE Short Codisposal (Sheet 1 of 3)
	Figure 1.5.2-4. 5-DHLW/DOE Short Codisposal (Sheet 2 of 3)
	Figure 1.5.2-4. 5-DHLW/DOE Short Codisposal (Sheet 3 of 3)
	Figure 1.5.2-5. 5-DHLW/DOE Long Codisposal (Sheet 1 of 3)
	Figure 1.5.2-5. 5-DHLW/DOE Long Codisposal (Sheet 2 of 3)
	Figure 1.5.2-5. 5-DHLW/DOE Long Codisposal (Sheet 3 of 3)
	Figure 1.5.2-6. 2-MCO/2-DHLW (Sheet 1 of 3)
	Figure 1.5.2-6. 2-MCO/2-DHLW (Sheet 2 of 3)
	Figure 1.5.2-6. 2-MCO/2-DHLW (Sheet 3 of 3)
	Figure 1.5.2-7. Naval Long Waste Package Configuration (Sheet 1 of 3)
	Figure 1.5.2-7. Naval Long Waste Package Configuration (Sheet 2 of 3)
	Figure 1.5.2-7. Naval Long Waste Package Configuration (Sheet 3 of 3)
	Figure 1.5.2-8. Naval Short Waste Package Configuration (Sheet 1 of 3)
	Figure 1.5.2-8. Naval Short Waste Package Configuration (Sheet 2 of 3)
	Figure 1.5.2-8. Naval Short Waste Package Configuration (Sheet 3 of 3)
	Figure 1.5.2-9. Toughness Index Representation
	Figure 1.5.2-10. Finite-Element Representation for Typical Structural Analysis
	Figure 1.5.2-11. Fabrication of the Waste Package
	Figure 1.5.2-12. Mean and 2s Outer Corrosion Barrier Capability for Lower Waste Package Sleeve Rock Impacts on TAD Canister–Bearing Waste Package
	Figure 1.5.2-13. Mean Waste Package Capability for Worst-Case Impacts

	1.5.2.1 Waste Package Description
	1.5.2.1.1 Waste Package Configurations
	1.5.2.1.2 Waste Package Configurations for Commercial SNF
	1.5.2.1.3 Waste Package Configurations for HLW and DOE SNF
	1.5.2.1.4 Waste Package Configurations for Naval SNF

	1.5.2.2 Operational Processes and Procedures
	1.5.2.2.1 Waste Package Loading to Satisfy Thermal Requirements
	1.5.2.2.2 Waste Package Loading to Satisfy Criticality Requirements
	1.5.2.2.3 Inerting

	1.5.2.3 Considerations Important to Safety and Important to Waste Isolation
	1.5.2.3.1 Structures, Systems, and Components Important to Safety
	1.5.2.3.2 Structures, Systems, and Components Important to Waste Isolation

	1.5.2.4 Design Bases and Design Criteria
	1.5.2.5 Procedural Safety Controls to Prevent Event Sequences or Mitigate Their Effects
	1.5.2.6 Design Methodologies
	1.5.2.6.1 Structural Design
	1.5.2.6.2 Radiation Shielding Methodology
	1.5.2.6.3 Fire Analysis Methodology
	1.5.2.6.4 Waste Package Prototype Program

	1.5.2.7 Consistency of Materials with Design Methodologies
	1.5.2.7.1 Fabrication Materials and Process
	1.5.2.7.2 Lid Closure Processes
	1.5.2.7.3 Nondestructive Examination
	1.5.2.7.4 Fabrication Pressure Testing
	1.5.2.7.5 Fabrication Helium Leakage Test for Inner Vessel

	1.5.2.8 Design Codes and Standards
	1.5.2.9 General References

	1.6 Identification of Hazards and Initiating Events
	CONTENTS
	TABLES
	Table 1.6-1. Screening Criteria for External Events
	Table 1.6-2. External Initiating Events Screening Results
	Table 1.6-3. Internal Initiating Events
	Table 1.6-4. CRCF Example Scenario Hazard and Operability Evaluation (Emphasis on Initiating Event Branch Relevant to Horizontal (Lateral) Canister Transfer Machine Operations in the CRCF)
	Table 1.6-5. Master Logic Diagram and Hazard and Operability Transparency
	Table 1.6-6. Standard Hazard and Operability Guidewords and Meanings
	Table 1.6-7. Common Hazard and Operability Evaluation Terminology
	Table 1.6-8. External Event Identification and Crosswalk to Assigned Categories

	FIGURES
	Figure 1.6-1. Preclosure Safety Analysis Process
	Figure 1.6-2. CRCF Example Scenario Master Logic Diagram (Sheet 1 of 4)
	Figure 1.6-2. CRCF Example Scenario Master Logic Diagram (Sheet 2 of 4)
	Figure 1.6-2. CRCF Example Scenario Master Logic Diagram (Sheet 3 of 4)
	Figure 1.6-2. CRCF Example Scenario Master Logic Diagram (Sheet 4 of 4)
	Figure 1.6-3. Standard Generic Master Logic Diagram Framework
	Figure 1.6-4. Process Flow Diagram for the CRCF (with Node 13 Emphasized for Further Examination in the Example Scenario)

	1.6.1 Overview of Preclosure Safety Analysis
	1.6.1.1 Internal and External Event Identification
	1.6.1.2 Internal and External Initiating Event Screening
	1.6.1.3 Event Sequence Development
	1.6.1.4 Event Sequence Quantification and Categorization
	1.6.1.5 Dose Consequence Analysis
	1.6.1.6 Criticality Safety Analysis
	1.6.1.7 Identification of Structures, Systems, and Components Important to Safety and Waste Isolation and Nuclear Safety Design Bases

	1.6.2 Applications of Preclosure Safety Analyses
	1.6.3 Identification and Screening of Initiating Events
	1.6.3.1 Identification of Internal Initiating Events
	1.6.3.1.1 Master Logic Diagrams
	1.6.3.1.2 Process Flow Diagrams
	1.6.3.1.3 Hazard and Operability Evaluation
	1.6.3.1.4 Interrelationship between Hazard and Operability Evaluation and Master Logic Diagram

	1.6.3.2 Identification of External Initiating Events
	1.6.3.3 Results of Internal and External Initiating Event Identification
	1.6.3.4 Methodology and Results of External Initiating Event Screening
	1.6.3.4.1 Aircraft Impact
	1.6.3.4.2 Nonseismic Geologic Activity
	1.6.3.4.3 Volcanic Activity
	1.6.3.4.4 High Winds and Tornadoes
	1.6.3.4.5 External Floods
	1.6.3.4.6 Lightning
	1.6.3.4.7 Loss of Cooling Capability
	1.6.3.4.8 Nearby Industrial or Military Facility Accidents
	1.6.3.4.9 Onsite Hazardous Material Release
	1.6.3.4.10 External Fires
	1.6.3.4.11 Extraterrestrial Activity

	1.6.3.5 Construction Hazard Event Screening

	1.6.4 Summary of Initiating Events Included in Event Sequence Analysis
	1.6.5 General References

	1.7 Event Sequence Analysis
	CONTENTS
	TABLES
	Table 1.7-1. List of Screened-Out Internal Random Initiating Events
	Table 1.7-2. Dominant Minimal Cut Sets of Canister Transfer Machine Fault Tree Evaluating the Probability of a Drop within Operational Height per Canister Transfer
	Table 1.7-3. Number of Occurrences (over Preclosure Period) of Structural Challenges to a TAD Canister during Transfer by a Canister Transfer Machine in a CRCF
	Table 1.7-4. List of Active Component Reliability Data Used in Canister Transfer Machine Fault Tree for Drops within Operational Height
	Table 1.7-5. Throughputs per Waste Form Configuration and General Operational Area Used in the Preclosure Safety Analysis
	Table 1.7-6. Event Sequences Leading to Filtered Radionuclide Release, Associated with Structural Challenge of TAD Canister during Transfer by a Canister Transfer Machine in a CRCF
	Table 1.7-7. List of Event Sequences of the Initial Handling Facility Initiated by an Internal Event
	Table 1.7-8. List of Event Sequences of the Initial Handling Facility Initiated by a Seismic Event
	Table 1.7-9. List of Event Sequences of the Receipt Facility Initiated by an Internal Event
	Table 1.7-10. List of Event Sequences of the Receipt Facility Initiated by a Seismic Event
	Table 1.7-11. List of Event Sequences of the Canister Receipt and Closure Facility Initiated by an Internal Event
	Table 1.7-12. List of Event Sequences of the Canister Receipt and Closure Facility Initiated by a Seismic Event
	Table 1.7-13. List of Event Sequences of the Wet Handling Facility Initiated by an Internal Event
	Table 1.7-14. List of Event Sequences of the Wet Handling Facility Initiated by a Seismic Event
	Table 1.7-15. List of Event Sequences of the Intrasite Operations and Balance of Plant Facility Initiated by an Internal Event
	Table 1.7-16. List of Event Sequences of the Intrasite Operations and Balance of Plant Facility Initiated by a Seismic Event
	Table 1.7-17. List of Event Sequences of the Subsurface Facility Initiated by an Internal Event
	Table 1.7-18. List of Event Sequences of the Subsurface Facility Initiated by a Seismic Event

	FIGURES
	Table 1.7-19. List of Event Sequences Involving Low-Level Waste Considered to Be Off-Normal Events
	Figure 1.7-1. Preclosure Safety Analysis Process
	Figure 1.7-2. Event Sequence Diagram for Activities Associated with the Transfer of a Canister to or from Staging, Transportation Cask, Waste Package, or Aging Overpack with Canister Transfer Machine in a CRCF
	Figure 1.7-3. Illustration of the Correspondence Between Event Sequence Diagram, Initiator Event Tree, and System-Response Event Tree
	Figure 1.7-4. Initiator Event Tree for Activities Associated with the Transfer of a TAD Canister by a Canister Transfer Machine in a Canister Receipt and Closure Facility
	Figure 1.7-5. System-Response Event Tree for Activities Associated with the Transfer of a TAD Canister by a Canister Transfer Machine in a Canister Receipt and Closure Facility
	Figure 1.7-6. Probabilistic Seismic Analysis Process
	Figure 1.7-7. Seismic Hazard Curve Used in the Preclosure Safety Analysis for Surface Facilities
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 1 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 2 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 3 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 4 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 5 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 6 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 7 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 8 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 9 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 10 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 11 of 12)
	Figure 1.7-8. Example of Fault Tree of the Preclosure Safety Analysis (Sheet 12 of 12)
	Figure 1.7-9. Seismic Fragility Curve for Canister Transfer Machine Hoist in a Canister Receipt and Closure Facility

	1.7.1 Event Sequence Development and Categorization Methodology
	1.7.1.1 Event Sequence Diagrams and Event Trees
	1.7.1.2 Internal Events
	1.7.1.2.1 Event Sequences Initiated by Internal Random Initiating Events
	1.7.1.2.2 Event Sequences Initiated by Fire Events
	1.7.1.2.3 Event Sequences Initiated by Flooding Events

	1.7.1.3 External Events
	1.7.1.4 Seismic Events

	1.7.2 Reliability Methods
	1.7.2.1 Fault Tree Analysis
	1.7.2.2 Active System or Component Reliability
	1.7.2.3 Passive Structure, System, or Component Reliability
	1.7.2.3.1 Loss of Containment of Waste Form Container by Structural Challenge
	1.7.2.3.2 Degradation or Loss of Shielding of Structure, System or Component by Structural Challenge
	1.7.2.3.3 Loss of Containment of Waste Form Container by Thermal Challenge
	1.7.2.3.4 Degradation or Loss of Shielding of Structure, System or Component by Thermal Challenge

	1.7.2.4 Seismic Fragilities
	1.7.2.5 Human Reliability Analysis

	1.7.3 Event Sequence Quantification
	1.7.4 Event Sequence Grouping
	1.7.5 Event Sequence Categorization
	1.7.5.1 Initial Handling Facility
	1.7.5.2 Receipt Facility
	1.7.5.3 Canister Receipt and Closure Facility
	1.7.5.4 Wet Handling Facility
	1.7.5.5 Intrasite Operations and Balance of Plant
	1.7.5.6 Subsurface

	1.7.6 General References

	1.8 Consequence Analysis
	CONTENTS
	TABLES
	Table 1.8-1. Performance Objectives for Normal Operations and Category 1 Event Sequences and for Category 2 Event Sequences
	Table 1.8-2. Representative and Maximum Pressurized Water Reactor and Boiling Water Reactor SNF Assembly Characteristics
	Table 1.8-3. Pressurized Water Reactor and Boiling Water Reactor SNF Radionuclide Inventories for Release Analyses
	Table 1.8-4. Commercial SNF Crud Activities and Source Terms
	Table 1.8-5. Maximum Radionuclide Inventory per HLW Canister
	Table 1.8-6. Estimated Inventory of Low-Level Waste Storage in the Low-Level Waste Facility
	Table 1.8-7. WHF HEPA Filter Radionuclide Inventory
	Table 1.8-8. Commercial Spent Nuclear Fuel Airborne Release Fractions and Respirable Fractions
	Table 1.8-9. Commercial Spent Nuclear Fuel Release Parameters for WHF Pool
	Table 1.8-10. Minimum Distances from the Surface Waste Handling Facilities to Site Boundary
	Table 1.8-11. Minimum Distances from the Subsurface Exhaust Shafts to Site Boundary
	Table 1.8-12. Offsite Public Annual Average and 95th Percentile Atmospheric Dispersion Factor Values
	Table 1.8-13. Onsite Annual Average Atmospheric Dispersion Factor Values
	Table 1.8-14. Onsite 95th Percentile Atmospheric Dispersion Factor Values
	Table 1.8-15. External Groundshine Exposure Periods
	Table 1.8-16. Inhalation and Air Submersion Exposure Periods
	Table 1.8-17. Fraction of a Day Spent Indoors and Outdoors
	Table 1.8-18. Inhalation Rates
	Table 1.8-19. Fraction of a Day Inhalation and Air Submersion Occur
	Table 1.8-20. Locally Produced Food Consumption Period
	Table 1.8-21. Food Consumption Rates
	Table 1.8-22. Inadvertent Soil Ingestion Rate
	Table 1.8-23. Soil Contact Days
	Table 1.8-24. Annual Releases from Subsurface Facility during Normal Operations
	Table 1.8-25. Potential Radiation Worker Dose from Normal Operations and Category 1 Event Sequences
	Table 1.8-26. Bounding Category 2 Event Sequences
	Table 1.8-27. Bounding Category 2 Event Sequence Input Summary
	Table 1.8-28. Potential Onsite Public Doses from Normal Operations and Category 1 Event Sequences
	Table 1.8-29. Potential Offsite Public Doses from Normal Operations and Category 1 Event Sequences
	Table 1.8-30. Potential Offsite Public Doses in General Environment for Bounding Category 2 Event Sequences
	Table 1.8-31. Potential Offsite Public Doses not within the General Environment for Bounding Category 2 Event Sequences
	Table 1.8-32. Potential Radiation Worker Doses at Facilities in GROA from Normal Operations
	Table 1.8-33. GENII Input Parameters Selected for Uncertainty Analysis
	Table 1.8-34. Total Effective Dose Equivalent Dose Distribution for Normal Operation Chronic Release
	Table 1.8-35. Total Effective Dose Equivalent Dose Distributions for Acute Release Scenarios
	Table 1.8-36. Summary Preclosure Dose Performance Objectives and Evaluation Results

	FIGURES
	Figure 1.8-1. Preclosure Safety Analysis Process
	Figure 1.8-2. Performance Objectives for Normal Operations and Category 1 Event Sequences

	1.8.1 Methodology for Dose Estimates
	1.8.1.1 Dose Estimate Methodology
	1.8.1.2 Dose Aggregation
	1.8.1.3 Source-Term Released Inputs
	1.8.1.3.1 Material at Risk
	1.8.1.3.2 Damage Ratio
	1.8.1.3.3 Release and Respirable Fractions
	1.8.1.3.4 Release Fractions for a Seismic Event
	1.8.1.3.5 Release Fractions for a Fire Event
	1.8.1.3.6 Leak Path Factors

	1.8.1.4 Other Dose Estimate Inputs
	1.8.1.4.1 Dose Coefficients
	1.8.1.4.2 Atmospheric Dispersion Factors
	1.8.1.4.3 Location of Maximum Offsite and Onsite Dose Receptors
	1.8.1.4.4 Site-Specific Input Parameters


	1.8.2 Potential Releases and Direct Radiation from Normal Operations and Category 1 and Category 2 Event Sequences
	1.8.2.1 Repository Operations
	1.8.2.2 Normal Operations
	1.8.2.2.1 Potential Releases from Normal Surface Operations
	1.8.2.2.2 Potential Releases from Normal Subsurface Operations
	1.8.2.2.3 Potential Direct Radiation from Normal Operations

	1.8.2.3 Description of Category 1 Event Sequences
	1.8.2.4 Description of Category 2 Event Sequences

	1.8.3 Potential Dose to Members of the Public from Normal Operations and Category 1 and Category 2 Event Sequences
	1.8.3.1 Public Dose Methodology
	1.8.3.1.1 Computer Code Used in Public Dose Calculations for Airborne Releases
	1.8.3.1.2 Public Airborne Release Dose Methodology
	1.8.3.1.3 Public Direct Radiation Methodology

	1.8.3.2 Potential Public Dose Results
	1.8.3.2.1 Potential Doses to Members of the Public from Normal Operations and Category 1 Event Sequences
	1.8.3.2.2 Potential Doses to Members of the Public from Category 2 Event Sequences
	1.8.3.2.3 Potential Doses to Members of the Public Being As Low As Is Reasonably Achievable


	1.8.4 Potential Doses to Radiation Workers from Normal Operations and Category 1 Event Sequences
	1.8.4.1 Radiation Worker Dose Methodology
	1.8.4.1.1 Potential Radiation Worker Dose from Airborne Releases
	1.8.4.1.2 Potential Radiation Worker Dose from Resuspension of Surface Contamination
	1.8.4.1.3 Potential Radiation Worker Dose from Direct Radiation

	1.8.4.2 Potential Worker Dose Results
	1.8.4.2.1 Normal Operations
	1.8.4.2.2 Category 1 Event Sequences
	1.8.4.2.3 Sum of Potential Radiation Worker Doses from Normal Operations and Category 1 Event Sequences


	1.8.5 Uncertainty Analysis
	1.8.5.1 Use of Conservative or Bounding Input Parameters
	1.8.5.1.1 Normal Operations
	1.8.5.1.2 Category 1 and Category 2 Event Sequences
	1.8.5.1.3 Common Conservatism or Bounding Inputs

	1.8.5.2 Uncertainty Analysis with GENII
	1.8.5.3 Radionuclide and Input Parameter Screening
	1.8.5.3.1 Radionuclide Screening
	1.8.5.3.2 Input Parameter Screening

	1.8.5.4 Uncertainty Analysis for a Chronic Release
	1.8.5.4.1 Radionuclide Dose Uncertainty for Chronic Release
	1.8.5.4.2 Input Parameter Rank Correlation Coefficients for Chronic Release
	1.8.5.4.3 Uncertainty Analysis for Chronic Release

	1.8.5.5 Uncertainty Analysis for an Acute Release
	1.8.5.5.1 Radionuclide Dose Uncertainty for Acute Release
	1.8.5.5.2 Input Parameter Rank Correlation Coefficients for Acute Release
	1.8.5.5.3 Uncertainty Analysis for Acute Releases

	1.8.5.6 Conclusions

	1.8.6 Summary of Potential Public and Worker Dose Consequences and Compliance Confirmation
	1.8.7 General References

	1.9 Structures, Systems, and Components Important to Safety; Natural and Engineered Barriers Important to Waste Isolation; Safety Controls; and Measures to Ensure Availability of the Safety Systems
	CONTENTS
	TABLES
	Table 1.9-1. Preclosure Safety Classification of SSCs
	Table 1.9-2. Preclosure Nuclear Safety Design Bases for IHF ITS SSCs
	Table 1.9-3. Preclosure Nuclear Safety Design Bases for CRCF ITS SSCs
	Table 1.9-4. Preclosure Nuclear Safety Design Bases for WHF ITS SSCs
	Table 1.9-5. Preclosure Nuclear Safety Design Bases for RF ITS SSCs
	Table 1.9-6. Preclosure Nuclear Safety Design Bases for Intrasite Operations ITS SSCs
	Table 1.9-7. Preclosure Nuclear Safety Design Bases for the Subsurface Operations ITS SSCs
	Table 1.9-8. ITWI Classification of Features that Support the Three Barriers
	Table 1.9-9. Postclosure Analyses Control Parameters
	Table 1.9-10. Preclosure Procedural Safety Controls

	FIGURES
	Figure 1.9-1. Preclosure Safety Analysis Process

	1.9.1 Structures, Systems, and Components Classified as Important to Safety
	1.9.1.1 Means to Limit Concentration of Radioactive Material in Air
	1.9.1.2 Means to Limit Time Required to Perform Work in Radiological Areas
	1.9.1.3 Suitable Shielding
	1.9.1.4 Means to Monitor and Control Dispersal of Radioactive Contamination
	1.9.1.5 Means to Control Access to High Radiation Areas or Airborne Radioactivity Areas
	1.9.1.6 Means to Prevent and Control Criticality
	1.9.1.7 Radiation Alarm System
	1.9.1.8 Ability of Structures, Systems, and Components to Perform Their Intended Safety Functions
	1.9.1.9 Explosion and Fire Detection and Suppression Systems
	1.9.1.10 Means to Control Radioactive Waste and Effluents and to Permit Prompt Termination of Operations and Evacuation of Personnel during an Emergency
	1.9.1.11 Electrical Power
	1.9.1.12 Redundant Systems and Inherent Reliability
	1.9.1.13 Inspection, Test, and Maintenance Programs
	1.9.1.14 ITS Structure, System, or Component/Non-ITS Structure, System, or Component Interactions

	1.9.2 Identifying Postclosure Performance Assessment Design Control Parameters and Classifying ITWI Structures, Systems, and Components
	1.9.3 Procedural Safety Controls
	1.9.4 Risk Significance Categorization
	1.9.5 General References

	1.10 Meeting the As Low As Is Reasonably Achievable Requirements for Normal Operations and Category 1 Event Sequences
	CONTENTS
	TABLES
	Table 1.10-1. Classification of Radiation Zones
	Table 1.10-2. Shielding Evaluation Criteria
	Table 1.10-3. Naval SNF Canister and Transportation Overpack Model
	Table 1.10-4. DOE SNF Short Canister Dimensions
	Table 1.10-5. Savannah River Site HLW Canister Dimensions
	Table 1.10-6. Dimensions of Aging Overpack
	Table 1.10-7. Shielded Transfer Cask Bounding Radial Dimensions
	Table 1.10-8. Radial Dose Rates of Shielded Transfer Cask Shielding Design Combinations for a TAD Canister with Maximum Source
	Table 1.10-9. 5-DHLW/DOE Short Codisposal Waste Package Description
	Table 1.10-10. 21-PWR/44-BWR TAD Waste Package Description
	Table 1.10-11. Naval Long Waste Package Dimension
	Table 1.10-12. B&W 15x15 Mark B Fuel Assembly Description
	Table 1.10-13. Comparison of Design Basis and Maximum Commercial SNF Assemblies
	Table 1.10-14. Homogenized TRIGA-FLIP Fuel Compositions
	Table 1.10-15. Savannah River Site HLW Composition
	Table 1.10-16. Hanford HLW Composition
	Table 1.10-17. Pool Water Treatment System Major Components (1 Train)
	Table 1.10-18. Maximum PWR SNF Assembly Gamma and Neutron Sources
	Table 1.10-19. Design Basis PWR Assembly Gamma and Neutron Sources
	Table 1.10-20. Axial Source Terms Profile for a Typical PWR Fuel Assembly
	Table 1.10-21. Naval SNF Canister Gamma Source Spectrum
	Table 1.10-22. Naval SNF Canister Neutron Source Spectrum
	Table 1.10-23. Homogenized TRIGA-FLIP Fuel Gamma Source Terms
	Table 1.10-24. Savannah River Site HLW Source Term
	Table 1.10-25. Hanford HLW Source Term
	Table 1.10-26. Maximum Activity for Pool Water Treatment System Filters
	Table 1.10-27. Maximum Radionuclide Concentration for Pool Water Treatment System Ion Exchanger Resin
	Table 1.10-28. Gamma Intensity for Pool Water Treatment System Filters
	Table 1.10-29. Gamma Intensity for Pool Water Treatment System Ion Exchanger Resin
	Table 1.10-30. Maximum Expected Activity for WHF HEPA Filters
	Table 1.10-31. Gamma Intensity for WHF HEPA Filters
	Table 1.10-32. Maximum Radionuclide Activity for Each Low-Level Waste Staging Area
	Table 1.10-33. Gamma Intensity for Each Low-Level Waste Staging Area
	Table 1.10-34. Gamma Intensity for Liquid Low-Level Waste Collection Tank
	Table 1.10-35. Summary of Geologic Repository Operations Area Shielding Results
	Table 1.10-36. Summary of Geologic Repository Operations Area Offset Results
	Table 1.10-37. Summary of IHF Shielding Results
	Table 1.10-38. Summary of CRCF Shielding Results
	Table 1.10-39. Summary of RF Shielding Results
	Table 1.10-40. Summary of the WHF Shielding Design
	Table 1.10-41. Summary of the LLWF Shielding Design
	Table 1.10-42. Repository Underground Layout Description
	Table 1.10-43. Repository Underground Structural and Shielding Materials
	Table 1.10-44. Transport and Emplacement Vehicle Dimensions
	Table 1.10-45. Transport and Emplacement Vehicle Shielding Materials and Material Thicknesses
	Table 1.10-46. Transport and Emplacement Vehicle Shielding and Subsurface Materials

	FIGURES
	Figure 1.10-1. Canister Receipt and Closure Facility Radiation Zones—1st Floor
	Figure 1.10-2. Canister Receipt and Closure Facility Radiation Zones—2nd Floor
	Figure 1.10-3. Canister Receipt and Closure Facility Radiation Zones—3rd Floor
	Figure 1.10-4. Initial Handling Facility Radiation Zones—1st Floor
	Figure 1.10-5. Initial Handling Facility Radiation Zones—2nd Floor (Elevation 37¢–0²)
	Figure 1.10-6. Initial Handling Facility Radiation Zones—3rd Floor (Elevation 73¢–6²)
	Figure 1.10-7. Receipt Facility Radiation Zones—1st Floor
	Figure 1.10-8. Receipt Facility Radiation Zones—2nd Floor
	Figure 1.10-9. Receipt Facility Radiation Zones—3rd Floor
	Figure 1.10-10. Wet Handling Facility Radiation Zones—Basement
	Figure 1.10-11. Wet Handling Facility Radiation Zones—1st Floor
	Figure 1.10-12. Wet Handling Facility Radiation Zones—2nd Floor (Elevation 40¢–0²)
	Figure 1.10-13. Low-Level Waste Facility Radiation Zones—1st Floor
	Figure 1.10-14. Low-Level Waste Facility Radiation Zones—2nd Floor
	Figure 1.10-15. North Portal Operations Area Radiation Zones—Buffer Area
	Figure 1.10-16. North Portal Operations Area Radiation Zones—Aging Facility
	Figure 1.10-17. Subsurface Facilities Access Main Radiation Zones
	Figure 1.10-18. Summary of Radiation Sources
	Figure 1.10-19. Transportation Cask and Canister Radial Configuration at Midplane
	Figure 1.10-20. Transportation Cask Axial Configuration
	Figure 1.10-21. Axial Cross Section of Naval Canister with Transportation Overpack
	Figure 1.10-22. Radial Cross Section of Naval Canister with Transportation Overpack
	Figure 1.10-23. Axial Cross Section of Savannah River Site HLW Canister
	Figure 1.10-24. Radial Cross Section of DOE Savannah River Site Canister at Midplane
	Figure 1.10-25. Axial Cross Section of Hanford HLW Canister
	Figure 1.10-26. Radial Cross Section of Hanford HLW Canister
	Figure 1.10-27. Radial Cross Section of 5-DHLW/DOE Codisposal Waste Package with Savannah River Site HLW Glass (IHF)
	Figure 1.10-28. Radial Cross Section at Midplane of an Aging Overpack Containing a TAD Canister
	Figure 1.10-29. Axial Cross Section of an Aging Overpack Containing a TAD Canister
	Figure 1.10-30. Axial Cross Section of Naval Canister and Waste Package
	Figure 1.10-31. Radial Cross Section of Naval Canister and Waste Package
	Figure 1.10-32. Naval Canister Top Source Distribution Geometry
	Figure 1.10-33. Emplacement Drift, Turnout Drift, and Access Main Plan
	Figure 1.10-34. Waste Package in the Emplacement Drift/Transversal Section
	Figure 1.10-35. Turnout Main Drift/Transversal Section
	Figure 1.10-36. Axial View of Waste Package Inside the Transport and Emplacement Vehicle
	Figure 1.10-37. Proposed Transport and Emplacement Vehicle Shielding Material Arrangement

	1.10.1 Management Commitment to Maintain Doses As Low As Is Reasonably Achievable
	1.10.1.1 Design and Construction
	1.10.1.2 Operation
	1.10.1.3 Decommissioning

	1.10.2 As Low As Is Reasonably Achievable Principles in Design
	1.10.2.1 General Considerations
	1.10.2.1.1 Design Objectives
	1.10.2.1.2 Design Considerations
	1.10.2.1.3 Implementation

	1.10.2.2 Facility Layout Considerations
	1.10.2.2.1 Design Objectives
	1.10.2.2.2 Design Considerations
	1.10.2.2.3 Facility ALARA Features

	1.10.2.3 Equipment Design Considerations
	1.10.2.3.1 Design Objectives
	1.10.2.3.2 Design Considerations
	1.10.2.3.3 Features for Maintenance and Inspection
	1.10.2.3.4 Features of Shield Doors, Slide Gates, and Viewing Windows

	1.10.2.4 Access Control Considerations
	1.10.2.5 Radiation Zones
	1.10.2.6 Contamination Control
	1.10.2.7 Ventilation Considerations
	1.10.2.7.1 Design Objectives
	1.10.2.7.2 Design Considerations
	1.10.2.7.3 HVAC Equipment

	1.10.2.8 Radiation and Airborne Radioactivity Monitoring Instrumentation
	1.10.2.8.1 Design Objectives

	1.10.2.9 Event Sequence Considerations
	1.10.2.10 Decommissioning
	1.10.2.11 Dose Assessment Considerations
	1.10.2.11.1 Radiation Workers
	1.10.2.11.2 Construction Workers
	1.10.2.11.3 Public


	1.10.3 Surface and Subsurface Shielding Design
	1.10.3.1 Shielding Design Objectives
	1.10.3.1.1 Shielding Design Considerations

	1.10.3.2 Calculation Methodology and Computer Codes
	1.10.3.3 Radiation Sources
	1.10.3.3.1 Spent Nuclear Fuel and High-Level Radioactive Waste Containers
	1.10.3.3.2 Waste Forms Received for Disposal
	1.10.3.3.3 Low-Level Radioactive Waste

	1.10.3.4 Source Terms
	1.10.3.4.1 Commercial SNF
	1.10.3.4.2 Naval Spent Nuclear Fuel
	1.10.3.4.3 DOE Spent Nuclear Fuel
	1.10.3.4.4 DOE High-Level Radioactive Waste
	1.10.3.4.5 Low-Level Radioactive Waste

	1.10.3.5 Shielding Evaluation of Surface Repository Areas
	1.10.3.5.1 Open Areas
	1.10.3.5.2 Initial Handling Facility
	1.10.3.5.3 Canister Receipt and Closure Facility
	1.10.3.5.4 Receipt Facility
	1.10.3.5.5 Wet Handling Facility
	1.10.3.5.6 Low-Level Waste Facility
	1.10.3.5.7 Common Shielding Features

	1.10.3.6 Shielding Evaluation of Subsurface Repository Areas
	1.10.3.6.1 Transport and Emplacement Vehicle

	1.10.3.7 Event Sequence Considerations

	1.10.4 As Low As Is Reasonably Achievable Principles in Operations
	1.10.4.1 Operational ALARA Considerations
	1.10.4.1.1 ALARA Program Administration
	1.10.4.1.2 Design Change Review
	1.10.4.1.3 ALARA Training
	1.10.4.1.4 General ALARA Guidelines
	1.10.4.1.5 Administrative Controls to Maintain Doses ALARA
	1.10.4.1.6 Task Planning and Preparation
	1.10.4.1.7 Radiation Surveys
	1.10.4.1.8 Housekeeping

	1.10.4.2 Operational Radiation Protection Program
	1.10.4.3 Recovery from Event Sequences
	1.10.4.4 Decommissioning

	1.10.5 General References

	1.11 Plans for Retrieval and Alternate Storage of Radioactive Wastes
	CONTENTS
	FIGURES
	Figure 1.11-1. Alternate Storage Facility—Conceptual Layout
	Figure 1.11-2. Retrieval Planning Time Line

	1.11.1 Retrieval Plans
	1.11.1.1 Operational Equipment and Processes
	1.11.1.1.1 Retrieval Equipment
	1.11.1.1.2 Retrieval Operations Overview

	1.11.1.2 Identification of Design and Operational Conditions for Retrieval
	1.11.1.2.1 Considerations of Conditions Beyond the Licensing Bases
	1.11.1.2.2 Potential Retrieval Interference
	1.11.1.2.3 Methodologies for Identifying and Analyzing Potential Retrieval Problems
	1.11.1.2.4 Repository Conditions
	1.11.1.2.5 Maintenance Plans
	1.11.1.2.6 Backfill Option
	1.11.1.2.7 Performance Confirmation Program Effects

	1.11.1.3 Compliance with Preclosure Performance Objectives
	1.11.1.3.1 Preclosure Performance
	1.11.1.3.2 Implementation of As Low As Is Reasonably Achievable Concepts


	1.11.2 Alternate Storage Plans
	1.11.2.1 Alternate Storage Facility Location
	1.11.2.2 Alternate Storage Facility Size and Operations
	1.11.2.2.1 Alternate Storage Facility Size
	1.11.2.2.2 Alternate Storage Facility Operations

	1.11.2.3 Public and Repository Worker Safety

	1.11.3 Retrieval Operations Schedule
	1.11.4 General References

	1.12 Plans for Permanent Closure, Decontamination, and Dismantlement of Surface Facilities
	CONTENTS
	FIGURES
	Figure 1.12-1. Decontamination or Decontamination and Dismantlement Timeline

	1.12.1 Design Considerations to Facilitate Permanent Closure and Dismantlement
	1.12.2 Plans for Permanent Closure
	1.12.3 Plans for Decontamination and Dismantlement of Surface Facilities
	1.12.3.1 Facility Operating History
	1.12.3.2 Facility Description
	1.12.3.3 Radiological Status of the Facility
	1.12.3.3.1 Structures and Buildings
	1.12.3.3.2 Systems and Components
	1.12.3.3.3 Soil Contamination
	1.12.3.3.4 Potential Water Contamination from Process Operations

	1.12.3.4 Dose Modeling Evaluations
	1.12.3.5 Alternatives for Decontamination and Dismantlement
	1.12.3.6 As Low As Is Reasonably Achievable Analyses
	1.12.3.7 Planned Decontamination and Dismantlement Activities
	1.12.3.7.1 Contaminated Structures
	1.12.3.7.2 Contaminated Systems and Components
	1.12.3.7.3 Contaminated Soil
	1.12.3.7.4 Surface Water
	1.12.3.7.5 Schedules

	1.12.3.8 Project Management and Organization
	1.12.3.8.1 Management Organization
	1.12.3.8.2 Decontamination and Dismantlement Task Management
	1.12.3.8.3 Decontamination and Dismantlement Management Positions and Qualifications
	1.12.3.8.4 Training

	1.12.3.9 Radiological Health and Safety Program during Decontamination and Dismantlement
	1.12.3.10 Environmental Monitoring and Control Program
	1.12.3.11 Low-Level Radioactive Waste Management Program
	1.12.3.11.1 Preliminary Estimates of the Types and Quantities of Low-Level Radioactive Waste
	1.12.3.11.2 Preliminary Plans for Minimizing and Disposing of the Quantities of Low-Level Radioactive Waste

	1.12.3.12 Quality Assurance Program
	1.12.3.13 Facility Radiation Surveys
	1.12.3.14 Development of a Decontamination and Dismantlement Plan

	1.12.4 General References

	1.13 Equipment Qualification Program
	CONTENTS
	TABLES
	Table 1.13-1. Examples of Preliminary Bounding Harsh Radiation Environments for Active ITS SSCs Required to Prevent the Initiation or Mitigate the Consequences of Event Sequences

	FIGURES
	Figure 1.13-1. Initial Handling Facility (Harsh and Mild Environments)—1st Floor
	Figure 1.13-2. Initial Handling Facility (Harsh and Mild Environments)—2nd Floor
	Figure 1.13-3. Initial Handling Facility (Harsh and Mild Environments)—3rd Floor
	Figure 1.13-4. Wet Handling Facility (Harsh and Mild Environments)—1st Floor
	Figure 1.13-5. Wet Handling Facility (Harsh and Mild Environments)—2nd Floor Below Elevation 40 ft
	Figure 1.13-6. Wet Handling Facility (Harsh and Mild Environments)—2nd Floor at Elevation 40 ft
	Figure 1.13-7. Wet Handling Facility (Harsh and Mild Environments)—Floor Below 93 ft
	Figure 1.13-8. Wet Handling Facility (Harsh and Mild Environments)—Basement
	Figure 1.13-9. Receipt Facility (Harsh and Mild Environments)—1st Floor
	Figure 1.13-10. Receipt Facility (Harsh and Mild Environments)—2nd Floor
	Figure 1.13-11. Receipt Facility (Harsh and Mild Environments)—3rd Floor
	Figure 1.13-12. Canister Receipt and Closure Facility (Harsh and Mild Environments)—1st Floor
	Figure 1.13-13. Canister Receipt and Closure Facility (Harsh and Mild Environments)—2nd Floor
	Figure 1.13-14. Canister Receipt and Closure Facility (Harsh and Mild Environments)—3rd Floor
	Figure 1.13-15. Aging Pads (Harsh and Mild Environments)
	Figure 1.13-16. Emergency Diesel Generator Facility (Harsh and Mild Environments)
	Figure 1.13-17. Subsurface Facilities (Harsh and Mild Environments)

	1.13.1 Functions of the Equipment Qualification Program
	1.13.2 Equipment Qualification Program Requirements
	1.13.2.1 Harsh and Mild Environments
	1.13.2.2 Equipment Qualification Records
	1.13.2.3 Environmental Qualification Lists
	1.13.2.4 Testing and Analyses
	1.13.2.5 Procurement, Installation, Maintenance, Surveillance, and Monitoring
	1.13.2.6 Corrective Action Program Evaluation
	1.13.2.7 Equipment Qualification Margin

	1.13.3 Environmental Qualification Process
	1.13.3.1 Harsh Environment Qualification
	1.13.3.2 Qualification Methods
	1.13.3.2.1 Analysis
	1.13.3.2.2 Type Testing
	1.13.3.2.3 Operating Experience
	1.13.3.2.4 Combined Methods

	1.13.3.3 Qualified Life
	1.13.3.4 Environmental Qualification Documentation

	1.13.4 Seismic Qualification Process
	1.13.4.1 Methods
	1.13.4.2 Acceptance Criteria
	1.13.4.3 Process
	1.13.4.4 Qualification Methods
	1.13.4.5 Qualified Life
	1.13.4.6 Seismic Qualification Documentation

	1.13.5 General References

	1.14 Nuclear Criticality Safety
	CONTENTS
	TABLES
	Table 1.14-1. Fissile Isotopes in High-Level Radioactive Waste Glass Canisters
	Table 1.14-2. Criticality Control Parameter Summary
	Table 1.14-3. Design Parameters Evaluated for the Pressurized Water Reactor Transportation, Aging, and Disposal Canister MCNP Model

	FIGURES
	Figure 1.14-1. Overview of the Preclosure Criticality Analysis Process
	Figure 1.14-2. Radial Cross Section of the Pressurized Water Reactor Transportation, Aging, and Disposal Canister MCNP Model
	Figure 1.14-3. Results of Pressurized Water Reactor Transportation, Aging, and Disposal Canister Reflection Parameter Sensitivity Study
	Figure 1.14-4. Maximum Safe Moderator Volume from Pressurized Water Reactor Transportation, Aging, and Disposal Canister Neutron Absorbers Sensitivity Study
	Figure 1.14-5. Maximum Safe Moderator Volume from Pressurized Water Reactor Transportation, Aging, and Disposal Canister Geometry Sensitivity Study
	Figure 1.14-6. Results of Pressurized Water Reactor Transportation, Aging, and Disposal Canister Interaction Parameter Sensitivity Study
	Figure 1.14-7. Results of Interaction with Interstitial Moderation Sensitivity Study

	1.14.1 Nuclear Criticality Safety Organization and Administration
	1.14.2 Nuclear Criticality Safety Technical Program
	1.14.2.1 Nuclear Criticality Safety Requirements
	1.14.2.2 Nuclear Criticality Analysis Process
	1.14.2.3 Nuclear Criticality Safety Evaluation
	1.14.2.3.1 Transportation Casks, Canisters, and Waste Packages
	1.14.2.3.2 Criticality Control Parameters
	1.14.2.3.3 Facility Criticality Safety Evaluations
	1.14.2.3.4 Criteria to Establish Subcriticality
	1.14.2.3.5 Criticality Alarm Systems
	1.14.2.3.6 Offsite Operations

	1.14.2.4 Example of the Criticality Safety Analysis
	1.14.2.4.1 Sensitivity Study
	1.14.2.4.2 Event Sequence Analysis


	1.14.3 Nuclear Criticality Safety Regulations, Codes, and Standards
	1.14.3.1 Applicable Standards Documents

	1.14.4 General References


	SAR Chapter 2: Repository Safety After Permanent Closure
	Chapter 2 CONTENTS
	Chapter 2 Acronyms
	CONTENTS
	2. Repository Safety after Permanent Closure

	2.1 System Description and Demonstration of Multiple Barriers
	CONTENTS
	TABLES
	Table 2.1-1. ITWI Features / Components Supporting Each of the Three Barriers
	Table 2.1-2. Summary of Features, Events, and Processes Affecting the Capability of the Upper Natural Barrier
	Table 2.1-3. Summary of Features, Events, and Processes Affecting the Capability of the Engineered Barrier System
	Table 2.1-4. Summary of Features, Events, and Processes Affecting the Capability of the Lower Natural Barrier
	Table 2.1-5. Relationship between Barriers and Total System Performance Assessment Models
	Table 2.1-6. Seepage Fractions for Codisposal and Commercial SNF Waste Packages for Combined Nominal/Early Failure Modeling Case for Glacial-Transition Climate, 2,000 to 10,000 Years
	Table 2.1-7. Seepage Fractions for Codisposal and Commercial SNF Waste Packages for Combined Nominal/Early Failure Modeling Case for Post-10,000-Year Period
	Table 2.1-8. Seepage Fractions for Codisposal and Commercial SNF Waste Packages for Seismic Ground Motion Modeling Case for Glacial-Transition Climate, 2,000 to 10,000 Years
	Table 2.1-9. Seepage Fractions for Codisposal and Commercial SNF Waste Packages for Seismic Ground Motion Modeling Case for Post-10,000-year Period
	Table 2.1-10. Drift Wall Condensation for Commercial SNF Waste Packages for Stage 2 and Stage 3 Condensation
	Table 2.1-11. Drift Wall Condensation for Codisposal Waste Packages for Stage 2 and Stage 3 Condensation
	Table 2.1-12. Mean Seepage Rates for Waste Packages during Stage 2 and Stage 3 Condensation
	Table 2.1-13. Decay of Total Curie Inventory as a Function of Time and Dominant Contributors to Total Curie Inventory

	FIGURES
	Figure 2.1-1. Schematic Illustration of the Multiple Barrier Repository System
	Figure 2.1-2. Schematic of the Upper Natural Barrier
	Figure 2.1-3. Cross Section of Unsaturated Zone from Surface to Repository Horizon
	Figure 2.1-4. Simplified Geologic Map Showing Major Lithostratigraphic Units in the Yucca Mountain Site Area
	Figure 2.1-5. Upper Natural Barrier Capability to Prevent or Substantially Reduce the Rate of Water Movement to the Waste for the Mean Spatially-Averaged (a) Annual Precipitation, Net Infiltration, and Post-10,000-Year Percolation and (b) Drift Seepa...
	Figure 2.1-6. Volume of (a) Lithophysal and (b) Nonlithophysal Rockfall Over 20,000 Years
	Figure 2.1-7. Schematic of the Engineered Barrier System
	Figure 2.1-8. Probability of Drip Shield Failure by General Corrosion for the Nominal Modeling Case Based on 300 Epistemic Realizations of Drip Shield General Corrosion Rates
	Figure 2.1-9. Summary Statistics for Fraction of Waste Packages Breached for (a) Commercial SNF Waste Packages and (b) Codisposal Waste Packages for the Nominal Modeling Case as a Function of Time
	Figure 2.1-10. Summary Statistics for Fraction of Commercial SNF Waste Packages (a) Breached by Stress Corrosion Cracking and (b) Breached by General Corrosion Patches for the Nominal Modeling Case as a Function of Time
	Figure 2.1-11. Cumulative Distribution Function of Drip Shield Failure Time for (a) Distributions of Failure Time for 300 Epistemic Sample Elements and (b) Distribution of Expected (over Aleatory) Failure Time with Confidence Interval for the Seismic...
	Figure 2.1-12. Summary Statistics for Expected Fraction of Commercial SNF Waste Packages Breached by (a) Seismic and Nominal Processes and (b) Seismic-Induced Processes only; Codisposal Waste Packages Breached by (c) Seismic and Nominal Processes and...
	Figure 2.1-12. Summary Statistics for Expected Fraction of Commercial SNF Waste Packages Breached by (a) Seismic and Nominal Processes and (b) Seismic-Induced Processes only; Codisposal Waste Packages Breached by (c) Seismic and Nominal Processes and...
	Figure 2.1-13. Summary Statistics for Average Fraction of Commercial SNF Waste Package Surface Breached by Cracks per Breached Waste Package for (a) the Seismic Ground Motion Modeling Case and (b) the Nominal Modeling Case, as a Function of Time
	Figure 2.1-14. Fraction of Drift Filled with Rubble
	Figure 2.1-15. Summary Statistics for Fraction of Codisposal Waste Package Surface Breached by Cracks per Breached Waste Package for (a) the Seismic Ground Motion Modeling Case and (b) the Nominal Modeling Case, as a Function of Time
	Figure 2.1-16. Summary Statistics for Fraction of Commercial SNF Waste Package Surface Breached by Patches per Breached Waste Package for (a) the Seismic Ground Motion Modeling Case and (b) the Nominal Modeling Case, as a Function of Time
	Figure 2.1-17. Summary Statistics for Expected Fraction of Codisposal Waste Package Surface Breached by Patches per Breached Waste Package for (a) the Seismic Ground Motion Modeling Case and (b) the Nominal Modeling Case, as a Function of Time
	Figure 2.1-18. Mean Radionuclide Activities in the Nuclear Waste as a Function of Time for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-19. Mean Radionuclide Contributions to Total Inventory as a Function of Time for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-20. Mean Activity Released from the Engineered Barrier System, for the Combined Nominal/Early Failure Modeling Case: (a) 10,000 Years after Repository Closure and (b) Post-10,000 Years after Repository Closure
	Figure 2.1-21. Uncertainty in Expected Activity of 99Tc Released from the Engineered Barrier System for the Combined Nominal/Early Failure Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-22. Uncertainty in Expected Activity of 239Pu Released from the Engineered Barrier System for the Combined Nominal/Early Failure Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-23. Mean Activity Released from the Engineered Barrier System for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-24. Uncertainty in Activity of 99Tc Released from the Engineered Barrier System for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-25. Uncertainty in Activity of 237Np Released from the Engineered Barrier System for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-26. Uncertainty in Activity of 234U Released from the Engineered Barrier System for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-27. Uncertainty in Activity of 226Ra Released from the Engineered Barrier System for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-28. Uncertainty in Activity of 239Pu Released from the Engineered Barrier System for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-29. Uncertainty in Activity of 242Pu Released from the Engineered Barrier System for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-30. Schematic of Lower Natural Barrier
	Figure 2.1-31. Conceptualized Water Flow Behavior in the Different Hydrogeologic Units Below the Repository
	Figure 2.1-32. Cross Section of the Saturated Zone Downgradient from the Repository
	Figure 2.1-33. Satellite Image and Superimposed Generalized Geologic Map of Areas of Exposed Bedrock, Showing the Location of the Cross Section in Figure 2.1-32
	Figure 2.1-34. Mean Activity Released from the (a) Saturated Zone and (b) Engineered Barrier System, for the Combined Nominal/Early Failure Modeling Case for 10,000 Years after Repository Closure
	Figure 2.1-35. Mean Activity Released from the (a) Saturated Zone and (b) Engineered Barrier System, for the Combined Nominal/Early Failure Modeling Case for 1,000,000 years after Repository Closure
	Figure 2.1-36. Mean Activity Released from the (a) Saturated Zone and (b) Engineered Barrier System, for the Seismic Ground Motion Modeling Case for 10,000 Years after Repository Closure
	Figure 2.1-37. Mean Activity Released from the (a) Saturated Zone and (b) Engineered Barrier System, for the Seismic Ground Motion Modeling Case and 1,000,000 Years after Repository Closure
	Figure 2.1-38. Uncertainty in Activity of 99Tc Released from the Saturated Zone for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-39. Uncertainty in Activity of 237Np Released from the Saturated Zone for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-40. Uncertainty in Activity of 234U Released from the Saturated Zone for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-41. Uncertainty in Activity of 226Ra Released from the Saturated Zone for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-42. Uncertainty in Activity of 239Pu Released from the Saturated Zone for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure
	Figure 2.1-43. Uncertainty in Activity of 242Pu Released from the Saturated Zone for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1,000,000 Years after Repository Closure

	2.1.1 Identification of Barriers
	2.1.1.1 Upper Natural Barrier
	2.1.1.2 Engineered Barrier System
	2.1.1.3 Lower Natural Barrier

	2.1.2 Barrier Capability Description
	2.1.2.1 Upper Natural Barrier
	2.1.2.1.1 Capability of the Topography and Surficial Soils to Prevent or Substantially Reduce Infiltration
	2.1.2.1.2 Capability of the Unsaturated Zone above the Repository to Prevent or Substantially Reduce Seepage
	2.1.2.1.3 Time Period over Which the Upper Natural Barrier Functions
	2.1.2.1.4 Uncertainties Associated with Upper Natural Barrier Capability
	2.1.2.1.5 Impact of Disruptive Events on the Upper Natural Barrier
	2.1.2.1.6 Quantification of the Upper Natural Barrier Capability

	2.1.2.2 Engineered Barrier System
	2.1.2.2.1 Capability of the Engineered Barrier System to Prevent or Substantially Reduce the Contact of Seepage with the Waste Form
	2.1.2.2.2 Capability of the Engineered Barrier System to Prevent the Release or Substantially Reduce the Release Rate of Radionuclides from the Waste and Transport to the Lower Natural Barrier
	2.1.2.2.3 Time Period over Which the Engineered Barrier System Functions
	2.1.2.2.4 Uncertainties Associated with Engineered Barrier System Capability
	2.1.2.2.5 Impact of Disruptive Events on the Engineered Barrier System
	2.1.2.2.6 Quantification of the Engineered Barrier System Capability

	2.1.2.3 Lower Natural Barrier
	2.1.2.3.1 Capability of the Unsaturated Zone below the Repository to Prevent or Substantially Reduce the Rate of Movement of Radionuclides to the Water Table
	2.1.2.3.2 Capability of the Saturated Zone to Prevent or Substantially Reduce the Rate of Movement of Radionuclides to the Accessible Environment
	2.1.2.3.3 Time Period over Which the Lower Natural Barrier Functions
	2.1.2.3.4 Uncertainties Associated with Lower Natural Barrier Capability
	2.1.2.3.5 Impact of Disruptive Events on the Lower Natural Barrier
	2.1.2.3.6 Quantification of the Lower Natural Barrier


	2.1.3 Technical Bases for Barrier Capability
	2.1.3.1 Upper Natural Barrier
	2.1.3.2 Engineered Barrier System
	2.1.3.3 Lower Natural Barrier
	2.1.3.4 Technical Basis for Disruptive Events Potentially Affecting Barrier Capability
	2.1.3.5 Summary of Technical Bases for Barrier Capability

	2.1.4 Summary
	2.1.5 General References

	2.2 Scenario Analysis and Event Probability
	CONTENTS
	TABLES
	Table 2.2-1. List of Potentially Relevant Features, Events, and Processes
	Table 2.2-2. Mapping of Potentially Relevant Features, Events, and Processes Categorized by Feature and Event
	Table 2.2-3. Repository Design Use in Performance Assessment
	Table 2.2-4. Descriptions for Processes Analyzed for the System FEPs
	Table 2.2-5. Complete Listing of FEPs Considered
	Table 2.2-6. Human Intrusion—Related Features, Events, and Processes Included in the Performance Assessment to Demonstrate Compliance with Proposed 10 CFR 63.321
	Table 2.2-7. Summary of Included FEPs Mapped to Model Abstraction Sections of the SAR
	Table 2.2-8. Summary of Criticality Probabilities Used for Screening the Criticality Event Class
	Table 2.2-9. Principal Isotopes for Commercial Spent Nuclear Fuel Burnup Credit
	Table 2.2-10. Calculated Isotopic Compositions for PWR and BWR Commercial SNF and Selected Initial Enrichment and Burnup Combinations
	Table 2.2-11. Listing of Critical Limits
	Table 2.2-12. Breakdown of Waste Package Variants
	Table 2.2-13. Probability of Seismic Vibratory Ground Motion Events with Potential to Cause Damage to Codisposal Waste Packages
	Table 2.2-14. Summary of External Criticality Results—Minimum Mass for keff = 0.96
	Table 2.2-15. Mean Displacement Hazard at Nine Demonstration Sites
	Table 2.2-16. Summary of Predicted Mean Horizontal Ground Motion Hazard at Yucca Mountain
	Table 2.2-17. Summary of Local Fault Parameters from the Seismic Source Characterization for the Probabilistic Seismic Hazard Analysis
	Table 2.2-18. Published Estimates of the Probability of Intersection of the Repository at Yucca Mountain by a Volcanic Event

	FIGURES
	Figure 2.2-1. Features, Events, and Processes Screening Process
	Figure 2.2-2. Venn Diagram Representing Sets of Futures Associated with Igneous, Seismic, and Early Failure Events
	Figure 2.2-3. Venn Diagram Representing Sets of Futures Associated with Igneous, Seismic, and Early-Failure Events: Nominal, Seismic, Igneous, Early-Failure, Igneous/Seismic, Seismic/Early-Failure, Igneous/Early-Failure, and Igneous/Seismic/Early-Fai...
	Figure 2.2-4. Disposal Criticality Analysis Methodology Approach
	Figure 2.2-5. Criticality Model Overview
	Figure 2.2-6. Process for Calculating Lower Bound Tolerance Limits
	Figure 2.2-7. 21-PWR TAD Loading Curve
	Figure 2.2-8. 44-BWR TAD Loading Curve
	Figure 2.2-9. Summary Ground-Motion Hazard Curves for Yucca Mountain
	Figure 2.2-10. Contribution to Hazard by Magnitude (Mw), Distance, and Epsilon (e) for the 5 to 10 Hz Horizontal Ground Motions, 10-6 Annual Exceedance Probability
	Figure 2.2-11. Contribution to Hazard by Magnitude (Mw), Distance, and Epsilon (e) for the 1 to 2 Hz Horizontal Ground Motions, 10-6 Annual Exceedance Probability
	Figure 2.2-12. Locations for Demonstration of Fault Displacement Hazard Assessment
	Figure 2.2-13. Example Summary Fault Displacement Hazard Curves for Yucca Mountain
	Figure 2.2-14. Regional Tectonic Domains for Yucca Mountain and Surrounding Environs, plus Zones of Historical Seismic Activity
	Figure 2.2-15. Distribution of Faults in the Yucca Mountain Site Area and Adjacent Areas South and West
	Figure 2.2-16. Approximate East–West Geologic Section across Yucca Mountain Site Area (top) along Line of Cross Section in Plan View (bottom)
	Figure 2.2-17. Historical Earthquake Epicenters within 300 km of Yucca Mountain
	Figure 2.2-18. Historical Earthquake Epicenters within 100 km of Yucca Mountain
	Figure 2.2-19. Seismicity at Yucca Mountain from October 1, 1995, to September 30, 2002
	Figure 2.2-20. Known or Suspected Quaternary Faults and Other Notable Faults in the Yucca Mountain Region
	Figure 2.2-21. Example Logic Tree for Expressing the Uncertainty in Characterizing Local Fault Sources
	Figure 2.2-22. Schematic Illustrating Procedure for Computing the Frequency of Intersection of the Repository by a Dike or Dikes
	Figure 2.2-23. Annual Frequency of Intersecting the Repository Footprint
	Figure 2.2-24. Distribution of Quaternary, Pliocene and Miocene Basaltic Rocks in the Yucca Mountain Region
	Figure 2.2-25. Logic Tree Structure Used to Characterize Uncertainty in a Volcanic Event

	2.2.1 Analysis of FEPs and Scenario Classes
	2.2.1.1 Identification and Classification of FEPs
	2.2.1.1.1 FEP Identification
	2.2.1.1.2 FEP Classification

	2.2.1.2 Screening of FEPs
	2.2.1.3 Event Class and Scenario Class Formation
	2.2.1.3.1 Scenario Class Formation Considering Individual Protection and Groundwater Protection Standards
	2.2.1.3.2 Scenario Class Formation For the Human Intrusion Standard

	2.2.1.4 Screening of Scenario Classes and Event Classes
	2.2.1.4.1 Screened-Out Event Class-Criticality


	2.2.2 Identification of Events with Probabilities Greater Than 1 Chance in 10,000 of Occurring over 10,000 Years
	2.2.2.1 Seismic Activity
	2.2.2.1.1 Probability of a Seismic Event
	2.2.2.1.2 Technical Bases of Probability Estimates
	2.2.2.1.3 Adequacy of Probability Model Support
	2.2.2.1.4 Probability Model Parameters
	2.2.2.1.5 Uncertainty in Event Probability

	2.2.2.2 Igneous Activity
	2.2.2.2.1 Probability of an Igneous Event Intersecting the Repository
	2.2.2.2.2 Technical Bases of Probability Estimates
	2.2.2.2.3 Probability Model Support
	2.2.2.2.4 Probability Model Parameters
	2.2.2.2.5 Uncertainty in Event Probability

	2.2.2.3 Early Waste Package and Drip Shield Failures
	2.2.2.3.1 Definition of the Event
	2.2.2.3.2 Early Waste Package Failure Probability
	2.2.2.3.3 Early Drip Shield Failure Probability

	2.2.2.4 Human Intrusion
	2.2.2.4.1 Definition of Human Intrusion Event
	2.2.2.4.2 Probability of Human Intrusion Event


	2.2.3 General References

	2.3 Model Abstraction
	CONTENTS
	TABLES
	Table 2.3-1. Model Abstraction Topics and TSPA Model Components Crosswalk

	FIGURES
	Figure 2.3-1. Pyramid Illustrating the Iterative Process Utilized Over the Past 15 Years to Synthesize Design Information, Site Data, and Process Models to Build the Technical Basis for TSPA
	Figure 2.3-2. Schematic Representation of the Development of the TSPA, Including the Nominal, Igneous, and Seismic Scenario Classes


	2.3.1 Climate and Infiltration
	CONTENTS
	TABLES
	Table 2.3.1-1. Features, Events, and Processes Addressed in Climate and Infiltration
	Table 2.3.1-2. Statistics and Selected Percentiles for Present-Day Average Net Infiltration [mm/yr] Results
	Table 2.3.1-3. Statistics and Selected Percentiles for Monsoon Average Net Infiltration [mm/yr] Results
	Table 2.3.1-4. Statistics and Selected Percentiles for Glacial-Transition Average Net Infiltration [mm/yr] Results
	Table 2.3.1-5. Data Sets Used in the Climate Analysis
	Table 2.3.1-6. Comparison of Meteorological Characteristics of Yucca Mountain and Climate Analogue Sites
	Table 2.3.1-7. Nominal Values and Uncertainties for Parameters of the Weather Input File for the Present-Day Climate
	Table 2.3.1-8. Nominal Values and Uncertainties for Parameters of the Weather Input File for the Monsoon Climate
	Table 2.3.1-9. Nominal Values and Uncertainties for Parameters of the Weather Input File for the Glacial Transition Climate
	Table 2.3.1-10. Comparison of the 10 Representative Years Used to Model Net Infiltration for the Present-Day Climate
	Table 2.3.1-11. Comparison of the 10 Representative Years Used to Model Net Infiltration for the Monsoon Climate
	Table 2.3.1-12. Comparison of the 10 Representative Years Used to Model Net Infiltration for the Glacial Transition Climate
	Table 2.3.1-13. Nominal Values and Standard Error for Ksat, qs, and qWP
	Table 2.3.1-14. Nominal Values and Standard Error for qFC, and qHC
	Table 2.3.1-15. Bulk Bedrock Mean Ksat Values
	Table 2.3.1-16. Best-Fit Parameter Values Describing the Relationship between NDVI' and Kcb
	Table 2.3.1-17. Average and Standard Deviations of Weighted Mean Water Fluxes Fractions for the Present Day Climate Simulations (Fraction of Precipitation)
	Table 2.3.1-18. Average and Standard Deviation of Weighted Mean Water Fractions Fluxes for the Monsoon Climate Simulations (Fraction of Precipitation)
	Table 2.3.1-19. Average and Standard Deviation of Weighted Mean Water Fractions Fluxes for the Glacial-Transition Climate Simulations (Fraction of Precipitation)
	Table 2.3.1-20. Comparison of Mean Net Infiltration Results of the Soil Conductivity Variation Simulations with Results of the Uncertainty Analysis
	Table 2.3.1-21. Comparison of Percent of the Total Net Infiltration Occurring in Each Soil Group Between the Soil Conductivity Variation Simulations and the Results of the Uncertainty Analysis
	Table 2.3.1-22. 11 Parameters Screened into the Uncertainty Analysis for the Present-Day Climate
	Table 2.3.1-23. 19 Parameters Screened into the Uncertainty Analysis for the Monsoon Climate
	Table 2.3.1-24. 17 Parameters Screened into the Uncertainty Analysis for the Glacial-Transition Climate
	Table 2.3.1-25. Parameter List for Extended Sensitivity Analysis Using One Watershed
	Table 2.3.1-26. Summary of the Water Balance Results

	FIGURES
	Figure 2.3.1-1. Climate Analysis and Infiltration Model Linkages
	Figure 2.3.1-2. Information Transfer among the Principal Model Components of the TSPA Nominal Scenario Class Model
	Figure 2.3.1-3. Meteorological Stations Locations Used to Represent Yucca Mountain Present-Day Climate Conditions
	Figure 2.3.1-4. Locations (as NAD 27 coordinates) of Meteorological Stations Used to Represent Future Climates at Yucca Mountain
	Figure 2.3.1-5. Generalized View of Atmosphere Circulation under Present-Day Climatic Conditions
	Figure 2.3.1-6. Localities Important to Past and Future Climate Estimates in the Yucca Mountain Area
	Figure 2.3.1-7. Devils Hole Stable Isotope Record Showing the Timing and Cyclical Nature of Climate Change
	Figure 2.3.1-8. Relationship between Precession and Eccentricity for the Past 425,000 Years
	Figure 2.3.1-9. Relationship of Precession to the Devils Hole Stable Isotope Climate Proxy Record during a Long Climate Cycle
	Figure 2.3.1-10. Relationship between the Timing of Past Climate Change and Earth-Orbital Parameters during a Long Climate Cycle (continued in Figure 2.3.1-11)
	Figure 2.3.1-11. Relation of Glacial–Interglacial Transitions Based on Orbital Parameters and the Timing of Climate Change Defined by the Devils Hole Climate Proxy Record
	Figure 2.3.1-12. Forecast of Timing of Future Climate Change during the Next 100,000 Years
	Figure 2.3.1-13. Relation between Precession and the Timing of Climate Change in Part of the Devils Hole Record from 425,000 to 350,000 Years Ago
	Figure 2.3.1-14. Owens Lake Ostracode Species Stratigraphic Distributions
	Figure 2.3.1-15. Processes Controlling Net Infiltration
	Figure 2.3.1-16. Yucca Mountain Watersheds
	Figure 2.3.1-17. Elevation over the Model Area
	Figure 2.3.1-18. Map Showing Distribution of Alternative Soil Groupings over the Infiltration Domain
	Figure 2.3.1-19. Map Showing Distribution of Soil Depth Classes over the Infiltration Domain
	Figure 2.3.1-20. Distribution of Saturated Hydraulic Conductivity over the Model Area Based on the Consideration of Filled Fractures
	Figure 2.3.1-21. Nominal, Lower Bound, and Upper Bound Values of Bulk Bedrock Saturated Hydraulic Conductivity, Ksat, with Comparison to the Alcove 1 Infiltration Test
	Figure 2.3.1-22. Schematic Showing the Vertical Soil Layers and Computational Nodes Present in a Single Model Cell
	Figure 2.3.1-23. Schematic Showing the Water Reservoirs and Fluxes Included in the Water Balance
	Figure 2.3.1-24. Evaporation and Transpiration from the few and fc Portions of the Root Zone
	Figure 2.3.1-25. Cumulative Distribution Function of Precipitation for Present Day, Monsoon, and Glacial-Transition Climates
	Figure 2.3.1-26. Present Day, 10th Percentile Net Infiltration Map (Replicate R2, Realization 10)
	Figure 2.3.1-27. Present Day, 30th Percentile Net Infiltration Map (Replicate R2, Realization 2)
	Figure 2.3.1-28. Present Day, 50th Percentile Net Infiltration Map (Replicate R2, Realization 8)
	Figure 2.3.1-29. Present Day, 90th Percentile Net Infiltration Map (Replicate R2, Realization 14)
	Figure 2.3.1-30. Cumulative Distribution Function of Net Infiltration Averaged over the Infiltration Domain for Present Day, Monsoon, and Glacial-Transition Climates
	Figure 2.3.1-31. Monsoon, 10th Percentile Net Infiltration Map (Replicate R1, Realization 17)
	Figure 2.3.1-32. Monsoon, 30th Percentile Net Infiltration Map (Replicate R2, Realization 10)
	Figure 2.3.1-33. Monsoon, 50th Percentile Net Infiltration Map (Replicate R1, Realization 2)
	Figure 2.3.1-34. Monsoon, 90th Percentile Net Infiltration Map (Replicate R1, Realization 7)
	Figure 2.3.1-35. Glacial-Transition, 10th Percentile Net Infiltration Map (Replicate R2, Realization 6)
	Figure 2.3.1-36. Glacial-Transition, 30th Percentile Net Infiltration Map (Replicate R2, Realization 10)
	Figure 2.3.1-37. Glacial-Transition, 50th Percentile Net Infiltration Map (Replicate R1, Realization 18)
	Figure 2.3.1-38. Glacial-Transition, 90th Percentile Net Infiltration Map (Replicate R2, Realization 1)
	Figure 2.3.1-39. Control Volume for Mass-Balance Calculation of Net Infiltration
	Figure 2.3.1-40. Box Plots Comparing Distribution of Observed Annual Precipitation from Representative Sites and Replicated Samples that Estimate Annual Precipitation for Present-Day Climate
	Figure 2.3.1-41. Box Plots Comparing Distribution of Observed Annual Precipitation from Representative Sites and Replicated Samples that Estimate Annual Precipitation for Monsoon Climate (MC). “MIC Site Data” Refers to Present-Day Climate Station...
	Figure 2.3.1-42. Box Plots Comparing Distribution of Observed Annual Precipitation from Representative Sites and Replicated Samples that Estimate Annual Precipitation for Glacial Transition Climate (GT)
	Figure 2.3.1-43. Simulation of Soil Water Storage in the NTS Lysimeters
	Figure 2.3.1-44. Simulation of Soil Water Storage in RCEW Lysimeter
	Figure 2.3.1-45. Map View of Watersheds and Locations of Various Field Data
	Figure 2.3.1-46. Predicted (Solid Bar) and Measured (Arrow) Runoff (Upper Split Wash, Water Year 1995)
	Figure 2.3.1-47. Comparison of Net Infiltration Calculated from Neutron Logging Data versus MASSIF Net Infiltration for Winter 1995
	Figure 2.3.1-48. Comparison of MASSIF Net Infiltration Results for Three Climates with Several Models
	Figure 2.3.1-49. Comparison of MASSIF, Center for Nuclear Waste Regulatory Analyses, and NRC Net Infiltration (and Percolation) Fluxes.
	Figure 2.3.1-50. Comparison of Recharge Estimates for Nevada Hydrographic Areas/Sub-Areas with MASSIF Estimates of Net Infiltration at Yucca Mountain
	Figure 2.3.1-51. Comparison of Recharge Estimates for New Mexico, West Texas, and Arizona with MASSIF Estimates of Net Infiltration at Yucca Mountain
	Figure 2.3.1-52. Comparison of Recharge Estimates for Columbia Plateau with MASSIF Estimates of Net Infiltration at Yucca Mountain
	Figure 2.3.1-53. Conceptual Model Used in the Alternative Model Validation Analysis
	Figure 2.3.1-54. Soil Water Storage and Cumulative Infiltration for Model 1
	Figure 2.3.1-55. Annual Water Balance Components for Alternative Model Comparison

	2.3.1.1 Summary and Overview
	2.3.1.2 Climate
	2.3.1.2.1 Conceptual Description of Climate
	2.3.1.2.2 Paleoclimatological Data and Data Uncertainty
	2.3.1.2.3 Climate Analysis and Uncertainty

	2.3.1.3 Infiltration
	2.3.1.3.1 Conceptual Description of Infiltration Processes
	2.3.1.3.2 Infiltration Data and Data Uncertainty
	2.3.1.3.3 Infiltration Modeling and Uncertainty
	2.3.1.3.4 Confidence Building and Abstraction of the Infiltration Model

	2.3.1.4 Conclusions
	2.3.1.5 General References

	2.3.2 Unsaturated Zone Flow
	CONTENTS
	TABLES
	Table 2.3.2-1. Features, Events, and Processes Addressed in Unsaturated Zone Flow
	Table 2.3.2-2. Major Hydrogeologic Units, GFM2000 Lithostratigraphy, and Unsaturated Zone Model Layer Correlation
	Table 2.3.2-3. Matrix Properties Developed from Core Data
	Table 2.3.2-4. Uncalibrated Fracture Property Data for the Unsaturated Zone Model Layers
	Table 2.3.2-5. Comparison of Geometric Means and Standard Deviations of Air Permeability Measurements Collected in Niches and Alcoves in the Exploratory Studies Facility at Yucca Mountain
	Table 2.3.2-6. Uncalibrated Fault Fracture Properties
	Table 2.3.2-7. Comparison of the Water Flux through Matrix, Fractures, and Faults as a Percentage of the Total Flux over the Entire Model Domain and within the Repository Footprint at Three Different Horizons (1) TCw–PTn Unit Interface, (2) Reposit...
	Table 2.3.2-8. Calibrated Parameters from One-Dimensional Inversion of Saturation and Water-Potential Data for the 10th percentile Infiltration Map (Uncalibrated Infiltration Model Probability) or 31st percentile Infiltration Scenario (Calibrated Inf...
	Table 2.3.2-9. Calibrated Parameters from One-Dimensional Inversion of Saturation and Water-Potential Data for the 30th Percentile Infiltration Map (Uncalibrated Infiltration Model Probability) or 70th Percentile Infiltration Scenario (Calibrated Inf...
	Table 2.3.2-10. Calibrated Parameters from One-Dimensional Inversion of Saturation and Water-Potential Data for the 50th Percentile Infiltration Map (Uncalibrated Infiltration Model Probability) or 86th Percentile Infiltration Scenario (Calibrated In...
	Table 2.3.2-11. Calibrated Parameters from One-Dimensional Inversion of Saturation and Water-Potential Data for the 90th Percentile Infiltration Map (Uncalibrated Infiltration Model Probability) or 97th Percentile Infiltration Scenario (Calibrated In...
	Table 2.3.2-12. Calibrated Site-Scale Fracture Permeabilities (m2)
	Table 2.3.2-13. Calibrated Fault Parameters from Two-Dimensional Inversions of Saturation, Water-Potential, and Pneumatic Data
	Table 2.3.2-14. Infiltration Rates and Statistics Averaged for 12 Selected Maps over the Unsaturated Zone Model Domain
	Table 2.3.2-15. Infiltration Rates and Statistics Averaged for the Post-10,000-Year Period over the Unsaturated Zone Model Domain and within Repository Footprint
	Table 2.3.2-16. Calibrated Parameters of Perched-Water Conceptual Model for the Present-Day 10th Percentile Infiltration Map
	Table 2.3.2-17. Calibrated Parameters of Perched-Water Conceptual Model for the Present-Day 30th Percentile Infiltration Map
	Table 2.3.2-18. Calibrated Parameters of Perched-Water Conceptual Model for the Present-Day 50th Percentile Infiltration Map
	Table 2.3.2-19. Calibrated Parameters of Perched-Water Conceptual Model for the Present-Day 90th Percentile Infiltration Map
	Table 2.3.2-20. Calibrated TSw Unit Fracture Permeability for the 10th Percentile Infiltration Map
	Table 2.3.2-21. Calibrated Parameters for the Present-Day, 10th Percentile Infiltration Map, Used for Simulations with the 31st Percentile Infiltration Scenarios of the Present-Day, Monsoon, and Glacial-Transition, Post-10,000-Year Climates
	Table 2.3.2-22. Calibrated Parameters for the Present-Day, 30th Percentile Infiltration Map, Used for Simulations with the 70th Percentile Infiltration Scenarios of the Present-Day, Monsoon, and Glacial-Transition, Post-10,000-Year Climates
	Table 2.3.2-23. Calibrated Parameters for the Present-Day, 50th Percentile Infiltration Map, Used for Simulations with the 86th Percentile Infiltration Scenarios of the Present-Day, Monsoon, and Glacial-Transition, Post-10,000-Year Climates
	Table 2.3.2-24. Calibrated Parameters for the Present-Day, 90th Percentile Infiltration Map, Used for Simulations with the 97th Percentile Infiltration Scenarios of the Present-Day, Monsoon, and Glacial-Transition, Post-10,000-Year Climates
	Table 2.3.2-25. Calculated Weighting Factors using Chloride Data Only
	Table 2.3.2-26. Calculated Weighting Factors using Temperature Data Only
	Table 2.3.2-27. Calculated Weighting Factors using both Chloride Data and Temperature Data

	FIGURES
	Figure 2.3.2-1. Information Flow Diagram Showing the Models and Analyses that Contribute to the Site-Scale Unsaturated Zone Flow Model and the Flow of Information to TSPA
	Figure 2.3.2-2. Information Transfer among the Principal Model Components of the TSPA Nominal Scenario Class Model
	Figure 2.3.2-3. Overall Conceptualized Water Flow Behavior in the Unsaturated Zone, Illustrating the Relative Importance of Fracture and Matrix Flow Components in the Different Hydrogeologic Units
	Figure 2.3.2-4. PTn Thickness Contours (in Feet) in the Vicinity of the Repository
	Figure 2.3.2-5. Schematic Showing the Conceptualized Flow Processes and Effects of Capillary Barriers, Major Faults, and Perched-Water Zones within a Typical Cross Section of the Site-Scale Unsaturated Zone Flow Model Domain in the East–West Direction
	Figure 2.3.2-6. Geochemical Information Related to Unsaturated Zone Flow Paths (East-West Cross Section)
	Figure 2.3.2-7. Conceptualized Water Flow in Fractures Characterized by Fingering Flow at Different Scales
	Figure 2.3.2-8. Yucca Mountain Site-Scale Hydrogeology (a) in Three-Dimensional Perspective and (b) along an East–West Cross Section
	Figure 2.3.2-9. Lithostratigraphic Units and Major Hydrogeologic Units of Yucca Mountain in (a) Plan View through the Repository Horizon and (b) Vertical Cross Section Along the ECRB Cross-Drift
	Figure 2.3.2-10. Plan View of the Three-Dimensional Site-Scale Unsaturated Zone Flow Model Domain
	Figure 2.3.2-11. Comparison of the Simulated to the Observed Matrix Liquid Saturations and Perched-Water Elevations for Borehole USW UZ-14, Using the Results of the Simulations with Four Present-Day (pd) Infiltration Rates
	Figure 2.3.2-12. Comparisons between Measured and Modeled Ambient Temperature Profiles in Borehole NRG-7A for the Four Infiltration Maps of 10th, 30th, 50th and 90th Percentile Present-Day Infiltration Rates
	Figure 2.3.2-13. Comparisons between Measured and Modeled Ambient Temperature Profiles in Borehole SD-12 for the Four Infiltration Maps of 10th, 30th, 50th and 90th Percentile Present-Day Infiltration Rates
	Figure 2.3.2-14. Comparisons between Measured and Modeled Ambient Temperature Profiles in Borehole UZ-7a for the Four Infiltration Maps of 10th, 30th, 50th and 90th Percentile Present-Day Infiltration Rates
	Figure 2.3.2-15. Comparisons between Measured and Modeled Ambient Temperature Profiles in Borehole UZ#5 for the Four Infiltration Maps of 10th, 30th, 50th and 90th Percentile Present-Day Mean Infiltration Rates
	Figure 2.3.2-16. Comparisons between Measured and Modeled Ambient Temperature Profiles in Borehole NRG-6 for the Four Infiltration Maps of 10th, 30th, 50th and 90th Percentile Present-Day Infiltration Rates
	Figure 2.3.2-17. Location of Test Bed between the Enhanced Characterization of the Repository Block Cross-Drift and Exploratory Studies Facility Main Drift
	Figure 2.3.2-18. Chloride Concentration (mg/L) Profiles at Borehole USW SD-12 for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-19. Chloride Concentration (mg/L) Profiles at Borehole USW UZ-14 for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-20. Chloride Concentration (mg/L) Profiles at Borehole USW SD-9 for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-21. Chloride Concentration (mg/L) Profiles at the ECRB Cross-Drift for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-22. Chloride Concentration (mg/L) Profiles at the ESF for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-23. Chloride Concentration (mg/L) Profiles at Borehole USW NRG-6 for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-24. Chloride Concentration (mg/L) Profiles at Borehole USW NRG-7a for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-25. Chloride Concentration (mg/L) Profiles at Borehole USW SD-7 for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-26. Chloride Concentration (mg/L) Profiles at Borehole USW G-2 for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-27. Chloride Concentration (mg/L) Profiles at Borehole USW WT-24 for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-28. Chloride Concentration (mg/L) Profiles at Borehole USW UZ-16 for Present-Day 10th, 30th, 50th, and 90th Percentile Infiltration Maps
	Figure 2.3.2-29. 36Cl/Cl Ratio Plotted against Sample Location in the Exploratory Studies Facility
	Figure 2.3.2-30. Schematic Fracture–Matrix System and Flow Conceptualization
	Figure 2.3.2-31. Comparison of Simulated Matrix and Fracture Flux at the Repository Horizon for Three Alternative Heterogeneous Property Cases
	Figure 2.3.2-32. Pneumatic Pressure Matches at USW SD-12 for the One-Dimensional, Mountain-Scale, Calibrated Parameter Set for the 10th Percentile Infiltration Map
	Figure 2.3.2-33. Water-Potential Matches at USW UZ-7a Used in the Two-Dimensional Calibrated Fault Parameter Set for the 10th Percentile Infiltration Map
	Figure 2.3.2-34. Saturation Matches at USW UZ-7a Used in the Two-Dimensional Calibrated Fault Parameter Set for the 10th Percentile Infiltration Map
	Figure 2.3.2-35. Pneumatic Pressure Matches at USW UZ-7a Used in the Two-Dimensional Calibrated Fault Parameter Set for the 10th Percentile Infiltration Map
	Figure 2.3.2-36. Temperature Distributions at the Mountain Surface, the Top Model Boundary for Present-Day Infiltration
	Figure 2.3.2-37. Ambient Temperature Distributions at the Water Table for Present-Day Infiltration
	Figure 2.3.2-38. Plan View of Net Infiltration Distributed over the Three-Dimensional Site-Scale Unsaturated Zone Flow Model Grid for the Present-Day 10th Percentile Infiltration Map
	Figure 2.3.2-39. Plan View of Net Infiltration Distribution over the Three-Dimensional Unsaturated Zone TSPA Model Grid for the Post-10,000-year Period Climate, 31st Percentile Infiltration Scenario
	Figure 2.3.2-40. Simulated Percolation Fluxes at the Repository Horizon under the Post-10,000-Year, 31st Percentile Infiltration Scenario
	Figure 2.3.2-41. Comparison of the Simulated to the Observed Matrix Liquid Saturations and Perched-Water Elevations for Borehole USW SD-12, Using the Results of the Simulations with Four Present-Day Infiltration Rates
	Figure 2.3.2-42. Comparison of Unsaturated Zone Flow Model Results using GLUE Methodology and Infiltration Model Results for Infiltration in the Repository Footprint with the Expert Elicitation Results for Percolation at the Repository
	Figure 2.3.2-43. Comparison of Measured to Simulated Total (Fracture plus Matrix) Calcite Abundances in the USW WT-24 Column for Different Infiltration Rates
	Figure 2.3.2-44. Comparison of the Simulated to the Averaged Observed Water Potentials and Perched-Water Elevations for Borehole USW SD-12, Using the Results of the Simulations with Four Present-Day Infiltration Rates
	Figure 2.3.2-45. Location of the Columns for Damping Effect Simulation
	Figure 2.3.2-46. Infiltration Pulse and Simulated Variations in Total Percolation Fluxes Versus Times at the Bottom PTn Unit for Column f95 of the Unsaturated Zone Flow Model Grid
	Figure 2.3.2-47. Infiltration Pulse and Simulated Variations in Total Percolation Fluxes Versus Times at the Bottom PTn Unit for Column i78 of the Unsaturated Zone Flow Model Grid
	Figure 2.3.2-48. Comparison of Predicted to Measured Matrix Water Potentials and Perched-Water Elevations for Borehole USW WT-24, Using the Present-Day 10th and 30th Percentile Infiltration Maps
	Figure 2.3.2-49. Comparison of Three-Dimensional Pneumatic Prediction (lines) to Observation Data (points) from Boreholes USW UZ-7a and USW SD-12 for the 10th Percentile Infiltration Map
	Figure 2.3.2-50. Comparison of Measured to Modeled Strontium Concentrations as a Function of Elevation for the Surface Based Boreholes USW SD-9 and USW SD-12
	Figure 2.3.2-51. Comparison of Simulated Seepage Rates as a Function of Time to Field Observations Collected from Alcove 8–Niche 3 Tests
	Figure 2.3.2-52. Simulated Percolation Fluxes at the Repository Horizon under the Present-Day, 10th Percentile Infiltration Map Using the Results of Simulation pd_10

	2.3.2.1 Summary and Overview
	2.3.2.2 Conceptual Description of Unsaturated Zone Flow System
	2.3.2.2.1 Overall Flow Patterns Within the Unsaturated Zone
	2.3.2.2.2 Specific Aspects of Unsaturated Zone Flow

	2.3.2.3 Data and Data Uncertainty
	2.3.2.3.1 Geologic Setting and Hydrologic Units
	2.3.2.3.2 Laboratory and In Situ Field Testing and Measurements
	2.3.2.3.3 Hydrogeologic and Thermal Data
	2.3.2.3.4 Geochemical Data
	2.3.2.3.5 Data Uncertainty

	2.3.2.4 Model and Model Uncertainty
	2.3.2.4.1 Development of the Site-Scale Unsaturated Zone Flow Model
	2.3.2.4.2 Model Uncertainty

	2.3.2.5 Confidence Building and Model Abstraction
	2.3.2.5.1 Confidence Building
	2.3.2.5.2 Abstraction of Site-Scale Unsaturated Zone Flow for Present-Day and Future Climate States

	2.3.2.6 Conclusions
	2.3.2.7 General References

	2.3.3 Water Seeping into Drifts
	CONTENTS
	TABLES
	Table 2.3.3-1. Features, Events, and Processes Addressed in Section 2.3.3
	Table 2.3.3-2. Summary Statistics of Estimated Capillary Strength Parameter for Lower Lithophysal and Middle Nonlithophysal Zone
	Table 2.3.3-3. Correlation between Rockfall Severity Class and Statistics of Rockfall Volume per Unit Drift Length for Nonlithophysal Rock
	Table 2.3.3-4. Rockfall Volumes for Various Drift Degradation Simulation Cases in Lithophysal Rock
	Table 2.3.3-5. Inputs Required by the TSPA Drift Seepage Submodel

	FIGURES
	Figure 2.3.3-1. Information Flow Supporting TSPA Seepage Calculations at the Data, Process, Abstraction, and TSPA Levels
	Figure 2.3.3-2. Information Transfer Among the Principal Model Components of the TSPA Nominal Scenario Class Model
	Figure 2.3.3-3. Schematic Showing Reduced Seepage as a Result of Capillary Flow Diversion in the Unsaturated Zone
	Figure 2.3.3-4. Schematic Showing Seepage Processes and Factors Potentially Affecting Seepage
	Figure 2.3.3-5. Schematic of Flow-Channeling Effects on Various Scales
	Figure 2.3.3-6. Schematic Showing Two Fractures Intersecting a Drift
	Figure 2.3.3-7. Schematic Showing Approximate Location of Niches and Alcoves 5 to 8
	Figure 2.3.3-8. Wetting-Front Sequences Overlying Fracture Map of Niche 4 Crown for a Representative Liquid-Release Test
	Figure 2.3.3-9. Release, Return, and Seepage Rates Observed During a Representative Liquid-Release Test Conducted in Niche 4
	Figure 2.3.3-10. Schematic Illustration of the Alcove 8–Niche 3 Test Configuration
	Figure 2.3.3-11. Schematic Illustration of the Location of the Tunnel Boring Machine and Monitoring Stations in the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 2.3.3-12. Water Potential Measurement as a Function of Time and Distance from the Borehole Collar
	Figure 2.3.3-13. Plot of the Hydrogen and Oxygen Isotope Compositions of Water Samples Collected from the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 2.3.3-14. Full Periphery View of the ESF South Ramp from Station 75+00 to Station 78+00, Showing Seeps Identified Since February 28, 2005
	Figure 2.3.3-15. Examples of the Numerical Grid and One Realization of the Underlying Heterogeneous Permeability Field for the Simulation of Liquid-Release Tests in (a) a Niche and (b) the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 2.3.3-16. Saturation Distributions at the End of a Liquid-Release Test Conducted in (a) Niche 5 (at 13 days) and (b) the Enhanced Characterization of the Repository Block Cross-Drift (at 30 days) as Simulated with the Seepage Calibrated Model
	Figure 2.3.3-17. Calibration of Seepage-Rate Data from Liquid-Release Tests (a) Boreholes SYBT-ECRB-LA#1, Zone 2; (b) SYBT-ECRB-LA#2, Zone 2; (c) SYBT-ECRB-LA#2, Zone 3; and (d) Borehole 4 in Niche 5
	Figure 2.3.3-18. Validation of Seepage Calibration Model and Tptpmn Unit Seepage-Relevant Parameters Using Data from Niche 3
	Figure 2.3.3-19. Mean Seepage Percentage as a Function of Capillary Strength Parameter and Log Permeability for Percolation Fluxes of 1, 10, 50, 200, 400, 600, 800, and 1,000 mm/yr
	Figure 2.3.3-20. Seepage Percentage for (a) Intact Drifts and (b) Collapsed Drifts as a Function of Capillary Strength Parameter and Log Permeability for a Percolation Flux of 5 mm/year
	Figure 2.3.3-21. Total Infiltration Rates (top) and Seepage Rates (bottom) in Alcove 8-Niche 3 Testing
	Figure 2.3.3-22. (a) Spatial Variability and (b) Cumulative Frequency Distribution of Flow-Focusing Factors at the Bottom of the Model Domain for a Simulation Case with 5 mm/yr Infiltration, as Well as Cumulative Frequency for the Entire Model Domain
	Figure 2.3.3-23. Regression Curve (and 99% Confidence Band) for Cumulative Distribution of Percolation Flux at the Bottom of the Model Domain, Averaged over All Simulations for Various Flow-Focusing Factors
	Figure 2.3.3-24. Histogram and Related Probability Distribution for Spatial Variability of Capillary Strength Parameter, Using Statistical Parameters from All of the Samples from the Tptpmn and Tptpll Units
	Figure 2.3.3-25. Triangular Probability Distribution for Covering Uncertainty of the Capillary Strength Parameter by Varying the Mean of the Spatial Probability Distribution, Statistical Parameters Derived from All of the Samples from the Tptpmn and ...
	Figure 2.3.3-26. Log-Triangular Probability Distribution for Covering Uncertainty of Permeability in the Tptpll Unit by Varying the Mean of the Log-Normal Spatial Probability Distribution
	Figure 2.3.3-27. Histograms of Seepage-Relevant Parameters (a) Permeability, (b) Capillary Strength, and (c) Percolation Flux Including Flow Focusing
	Figure 2.3.3-28. Schematic of Flow Processes and Seepage in Drifts with Local Wedge-Type Rockfall in Nonlithophysal Rock
	Figure 2.3.3-29. Footprint Plot for Selected Rockfall Cases in Nonlithophysal Rock
	Figure 2.3.3-30. Drift Profiles and Rockfall Volumes (in m3/m) for Seismic Ground Motion at Horizontal PGV = 0.4 m/s
	Figure 2.3.3-31. Drift Profiles and Rockfall Volumes (in m3/m) for Seismic Ground Motion at Horizontal PGV = 1.05 m/s
	Figure 2.3.3-32. Drift Profiles and Rockfall Volumes (in m3/m) for Seismic Ground Motion at Horizontal PGV = 2.44 m/s
	Figure 2.3.3-33. Schematic of Thermal-Hydrologic Processes Occurring in the Emplacement Drift Vicinity as a Result of Repository Heating
	Figure 2.3.3-34. Three-Dimensional Perspective of the As-Built Borehole Configuration of the Drift Scale Test in Alcove 5 (Access/Observation Drift, Connecting Drift, and Heated Drift)
	Figure 2.3.3-35. Example of Numerical Grid for the Thermal-Hydrologic Seepage Model
	Figure 2.3.3-36. Fracture Saturation and Liquid Flux for the Tptpmn Unit with Heterogeneous Permeability Field at (a) 100 Years and (b) 1,000 Years
	Figure 2.3.3-37. Seepage Percentage for the Tptpmn Unit at Reference Thermal Mode and Tenfold Percolation Flux
	Figure 2.3.3-38. Measured and Simulated Temperature Profile in Boreholes 158, 159, and 160 at Different Times of Heating: (a) 12 months, (b) 48 months
	Figure 2.3.3-39. (a) Measured and Simulated Temperature Profile at 5 Months of Cooling in Boreholes 158, 159, and 160 and (b) Temporal Evolution of Temperature in Selected Sensors of Borehole 160
	Figure 2.3.3-40. Change in Matrix Liquid Saturation from Preheat Saturation: (a) Measured Ground-Penetrating Radar Data in Boreholes 49 to 51 in January 2002 (Near the End of Heating) and (b) Simulated Change in Matrix Liquid Saturation at End of Hea...
	Figure 2.3.3-41. Schematic of (a) Center for Nuclear Waste Regulatory Analyses Heater Experiment and (b) Simulation Domain with Finite Volume Grid
	Figure 2.3.3-42. Schematic Illustrating Thermal Seepage Abstraction Method
	Figure 2.3.3-43. Probabilistic Total System Performance Assessment Procedure for Calculating Seepage at Selected Time Steps (Nominal Scenario)
	Figure 2.3.3-44. Schematic Illustration of Random Sampling Procedure for Capillary Strength Parameter, Using Cumulative Probability Distributions for Spatial Variability and Uncertainty
	Figure 2.3.3-45. Histograms of Seepage Rates for Intact Drifts in Tptpll Unit
	Figure 2.3.3-46. Histograms of Seepage Percentages for Intact Drifts in Tptpll Unit
	Figure 2.3.3-47. Mean Seepage Rate as a Function of Time After Emplacement for Intact Drifts in Tptpll Unit and Different Infiltration Scenarios
	Figure 2.3.3-48. Mean Seepage Percentage as a Function of Time After Emplacement for Intact Drift in Tptpll Unit and Different Infiltration Scenarios
	Figure 2.3.3-49. Seepage Fraction as a Function of Time After Emplacement for Intact Drift in Tptpll Unit and Different Infiltration Scenarios
	Figure 2.3.3-50. Mean Seepage Rate as a Function of Time After Emplacement for Collapsed Drift in Tptpll Unit and Different Infiltration Scenarios
	Figure 2.3.3-51. Mean Seepage Percentage as a Function of Time After Emplacement for Collapsed Drift in Tptpll Unit and Different Infiltration Scenarios
	Figure 2.3.3-52. Seepage Fraction as a Function of Time After Emplacement for Collapsed Drift in Tptpll Unit and Different Infiltration Scenarios

	2.3.3.1 Summary and Overview
	2.3.3.2 Ambient Seepage
	2.3.3.2.1 Conceptual Description of Ambient Seepage Processes
	2.3.3.2.2 Data and Data Uncertainty
	2.3.3.2.3 Model and Model Uncertainty
	2.3.3.2.4 Ambient Component of Drift Seepage Abstraction

	2.3.3.3 Thermal Seepage
	2.3.3.3.1 Conceptual Description of Thermal-Hydrologic Processes
	2.3.3.3.2 Data and Data Uncertainty
	2.3.3.3.3 Model and Model Uncertainty
	2.3.3.3.4 Thermal Component of Drift Seepage Abstraction

	2.3.3.4 Total System Performance Assessment Implementation of Drift Seepage
	2.3.3.4.1 General Approach
	2.3.3.4.2 Example Calculation for Nominal and Seismic Scenarios
	2.3.3.4.3 Seepage Calculations for ESF South Ramp Seepage Event

	2.3.3.5 Analogue Observations
	2.3.3.6 Conclusions
	2.3.3.7 General References

	2.3.4 Mechanical Degradation of the Engineered Barrier System
	CONTENTS
	TABLES
	Table 2.3.4-1. Seismic-Related Features, Events, and Processes for the Total System Performance Assessment
	Table 2.3.4-2. Summary of Strong Ground Motion Recordings Used as a Basis for Postclosure Time Histories
	Table 2.3.4-3. Mean Shear-Strain Increments Determined from Numerical Simulation of the Mechanical Behavior of Lithophysal Rock
	Table 2.3.4-4. Modeled Horizontal Peak Ground Velocity for Modeled Shear Strain Values
	Table 2.3.4-5. In Situ Stress Estimates at Yucca Mountain Site
	Table 2.3.4-6. General Characteristics of Fracture Sets in the Middle Nonlithophysal Unit
	Table 2.3.4-7. Impact of Moisture Conditions on Unconfined Compressive Strength of Nonlithophysal Tptpll Samples
	Table 2.3.4-8. Summary of Mechanical Properties Results from the Pressurized Slot Tests
	Table 2.3.4-9. Summary Statistics of Direct Shear Tests on Fractures
	Table 2.3.4-10. Intact Rock Matrix Thermal Conductivities for Repository Units
	Table 2.3.4-11. Rock Mass Thermal Conductivities for Repository Units
	Table 2.3.4-12. Rock Grain Heat Capacities for Repository Units
	Table 2.3.4-13. Rock Mass Heat Capacities for Repository Units
	Table 2.3.4-14. Coefficients of Rock Mass Thermal Expansion for Repository Units
	Table 2.3.4-15. Coefficients of Intact Rock Thermal Expansion for Repository Units
	Table 2.3.4-16. Categories of the Lithophysal Rock Mass Selected for Analysis
	Table 2.3.4-17. Base-Case Material Properties for Analysis of Nonlithophysal Rock
	Table 2.3.4-18. Comparison of FracMan Output for the Tptpmn, Data from Detailed Line Survey, and Full-Periphery Geologic Maps
	Table 2.3.4-19. Statistic Summary of the Nonlithophysal Rockfall Impact Parameters for 2.44 m/s PGV Level, Nonlithophysal Rock
	Table 2.3.4-20. Nonlithophysal Rockfall Statistics for Preclosure and Postclosure Ground Motion Levels
	Table 2.3.4-21. Three Categories of Joint Properties Used in Sensitivity Study, Nonlithophysal Rock
	Table 2.3.4-22. Impact of Thermal Loading on Rockfall for 1.05 m/s PGV Level, Nonlithophysal Rock
	Table 2.3.4-23. Model Predictions of Rubble Volume in the Lithophysal Zones
	Table 2.3.4-24. Model Predictions of Rockfall Volume in Nonlithophysal Rock
	Table 2.3.4-25. Comparison of Statistical Parameters for Rock Volumes in Lithophysal and Nonlithophysal Rock
	Table 2.3.4-26. Probability of Nonzero Rubble Volume Weighted by Rock Mass Category in Lithophysal Units
	Table 2.3.4-27. Waste Package Dimensions and Design Basis Inventory
	Table 2.3.4-28. Material Properties of EBS Components Used in Mechanical Calculations
	Table 2.3.4-29. Probability of Nonzero Damage for the TAD-Bearing Waste Package with 23-mm-thick Outer Corrosion Barrier and Intact Internals
	Table 2.3.4-30. Revised Probability of Nonzero Damage for the Codisposal Waste Package with 23-mm-Thick Outer Corrosion Barrier and Intact Internals
	Table 2.3.4-31. Average Probabilities for Incipient Rupture and Rupture for the Codisposal Waste Package with Degraded Internals
	Table 2.3.4-32. Comparison of Damaged Area for the Codisposal Waste Package with 17-mm-Thick Outer Corrosion Barrier and Degraded Internals at the 0.4 m/s PGV Level
	Table 2.3.4-33. Revised Probability of Nonzero Damage for the Codisposal Waste Package with 17-mm-Thick Outer Corrosion Barrier and Degraded Internals
	Table 2.3.4-34. Characteristics of Representative Rock Blocks
	Table 2.3.4-35. Data for Average Rockfall Pressure on the Crown of the Drip Shield
	Table 2.3.4-36. Catalogs for Damaged Area, Maximum Plastic Strain, and Maximum Stiffener Displacement for the 7 Representative Rock Blocks
	Table 2.3.4-37. Damaged Plate Areas as a Function of Total Dynamic Load
	Table 2.3.4-38. Probability of Nonzero Damage/Plate Failures from Rock Block Impacts
	Table 2.3.4-39. Conditional Probabilities of Damage States 1 through 5
	Table 2.3.4-40. Mean and Standard Deviations of the Conditional Damaged Areas for Realizations of Rock Block Impacts on the Drip Shield
	Table 2.3.4-41. List of Realizations for Dynamic Analysis of Drip Shield Failure Mechanism
	Table 2.3.4-42. Comparison of the Drip-Shield Stability Assessment Based on Two-Dimensional Dynamic and Three-Dimensional Quasi-Static (Fragility) Analyses
	Table 2.3.4-43. Probability of the Failure of Drip Shield Plates as a Function of Rockfall Load and Plate Thickness
	Table 2.3.4-44. Probability of Failure for the Drip Shield Framework
	Table 2.3.4-45. Simulated Combinations of Ground-Motion Numbers and Random-Number Generator Seed Numbers
	Table 2.3.4-46. Structural Parameters for the TAD-Bearing and Codisposal Waste Packages
	Table 2.3.4-47. Mean and Modified Standard Deviations of the Conditional Damaged Areas for the 17-mm-Thick Outer Corrosion Barrier with Degraded Internals
	Table 2.3.4-48. Probabilities of Puncture for the Waste Package with 17-mm Outer Corrosion Barrier and Degraded Internals Surrounded by Rubble
	Table 2.3.4-49. Probability of Nonzero Damage for the Waste Package Surrounded by Rubble
	Table 2.3.4-50. Waste Package Dimensions and Clearance between Drip Shield and Waste Package
	Table 2.3.4-51. Emplacement Drift Configuration Dimensions that are Independent of the Waste Package
	Table 2.3.4-52. Maximum Allowable Displacement with Drift Collapse for an Intact Drip Shield
	Table 2.3.4-53. Maximum Allowable Displacement after Drip Shield Failure
	Table 2.3.4-54. Intersections of Known Faults with Emplacement Drifts
	Table 2.3.4-55. Fault Displacement from Mean Hazard Curves
	Table 2.3.4-56. Parameters for Simplified Groups of Waste Packages
	Table 2.3.4-57. Mean Annual Exceedance Frequencies That Cause Waste Package Failure
	Table 2.3.4-58. Expected Number of Waste Packages Emplaced on Each Fault
	Table 2.3.4-59. Expected Number of Waste Package Failures Versus Annual Exceedance Frequency

	FIGURES
	Figure 2.3.4-1. Schematic Diagram of the Engineered Barrier System in a Typical Emplacement Drift
	Figure 2.3.4-2. Information Flow Supporting Development of the Models Used to Represent Mechanical Damage of the Engineered Barrier System at the Data, Process, Abstraction, and TSPA Levels
	Figure 2.3.4-3. Information Transfer among the Principal Model Components of the TSPA Seismic Scenario Class Model
	Figure 2.3.4-4. Relation of Reference Rock Outcrop to Sites for Which Seismic Inputs are Developed
	Figure 2.3.4-5. Scaling of Deaggregation Earthquake Response Spectra to the Corresponding Uniform Hazard Spectrum
	Figure 2.3.4-6. Comparison of the Revised Vertical Envelope Spectrum to the Horizontal and Original Vertical Envelope Spectra
	Figure 2.3.4-7. Summary Horizontal Ground Motion Hazard Curves for Yucca Mountain
	Figure 2.3.4-8. Repository Block Base-Case Velocity Profiles
	Figure 2.3.4-9. Base-Case Curves for Normalized Shear Modulus and Material Damping as a Function of Shearing Strain for Tuff
	Figure 2.3.4-10. Example Time Histories with an Annual Exceedance Probability of 10-5 for the Waste Emplacement Level: Spectrally Conditioned to the Waste Emplacement Level and Scaled to Peak Ground Velocity
	Figure 2.3.4-11. Example Time Histories with an Annual Exceedance Probability of 10-5 for the Waste Emplacement Level: Spectrally Conditioned to the Waste Emplacement Level and Scaled to Peak Ground Velocity
	Figure 2.3.4-12. Shear-Strain Increment Determined for 288-mm Samples of Topopah Spring Tuff Lithophysal Rock
	Figure 2.3.4-13. Example of Numerical Simulation of Lithophysal Rock Deformation
	Figure 2.3.4-14. Shear-Strain Increment Plotted as a Function of Lithophysal Porosity as Determined from Numerical Simulation of Compression Testing of Topopah Spring Tuff
	Figure 2.3.4-15. An Example 1-m-by-3-m Panel Map from the Lower Lithophysal Zone in the ECRB Cross-Drift Showing Lithophysae and Cooling Fractures
	Figure 2.3.4-16. Probability Density Functions for the Bound to Horizontal Peak Ground Velocity at the Waste Emplacement Level
	Figure 2.3.4-17. Individual and Average Bounded Peak Ground Velocity Hazard Curves for the Waste Emplacement Level
	Figure 2.3.4-18. Horizontal Peak Ground Velocity Mean Hazard Curves for Bounded and Unbounded Ground Motion at the Waste Emplacement Level
	Figure 2.3.4-19. Comparison of Response Spectra Using Different Inputs and Approaches
	Figure 2.3.4-20. Comparison of Horizontal PGV Hazard at the Waste Emplacement Level
	Figure 2.3.4-21. Approximate East–West Geologic Section across Yucca Mountain Site Area (top) along Line of Cross Section in Plan View (bottom)
	Figure 2.3.4-22. Schematic Illustration of the Structure of the Topopah Spring Member
	Figure 2.3.4-23. Composite Plot of Fracture Frequency for Fractures with Trace Lengths Greater than 1 m and Lithophysal Porosity as a Function of Distance along the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 2.3.4-24. Fracture Trace Length as a Function of Distance along the Enhanced Characterization of the Repository Block Cross-Drift and by Subunit of the Crystal Poor Member of the Topopah Spring Tuff from Detailed Line Surveys
	Figure 2.3.4-25. Calculated Porosity of Lithophysal Cavities, Rims, Spots, Matrix Groundmass, and the Total Porosity in the Tptpll Exposed along the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 2.3.4-26. Intact Unconfined Compressive Strength and Young’s Modulus for Topopah Spring Subunits as a Function of Effective Porosity
	Figure 2.3.4-27. Results of Size Effect Study Showing Variation in Sample Unconfined Compressive Strength as a Function of Sample Volume
	Figure 2.3.4-28. Relationship of Unconfined Compressive Strength to Young’s Modulus from Large Core Testing of Lithophysal Rock and Assignment of Five Average Quality Categories
	Figure 2.3.4-29. Distribution of Lithophysal Porosity and Estimated Rock Properties Categories for the Tptpll in the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 2.3.4-30. Estimated Upper and Lower Bounds of Unconfined Compressive Strength and Young’s Modulus for Lithophysal Rock
	Figure 2.3.4-31. Aerial View of the Yucca Mountain Site and Digital Elevation Calculation Created from Topographic Information (a) and View of the Regional-Scale FLAC3D Thermal-Mechanical Model Constructed from the Digital Elevation Calculation and A...
	Figure 2.3.4-32. Approach to Analysis of Drift Degradation and Rockfall in Nonlithophysal Rock from Combined In Situ, Thermal, and Seismic Loading
	Figure 2.3.4-33. 3DEC Model Geometry and Cross Sections (a) to (e) and Plan View Sections (f) to (j) Showing the Internal Fracture Geometry as Imported from FracMan
	Figure 2.3.4-34. Comparison of (a) Full Periphery Geologic Fracture Maps from the Tptpmn in the Exploratory Studies Facility with (b) Simulated Full Periphery Geologic Fracture Maps from the FracMan Cube
	Figure 2.3.4-35. Schematic of Model Showing Initial and Boundary Conditions: Initial Static Simulation
	Figure 2.3.4-36. Schematic of Model Boundary Conditions for Dynamic Simulation
	Figure 2.3.4-37. A Snapshot of a Simulation of Rockfall Impact to the Drip Shield, Nonlithophysal 3DEC Model
	Figure 2.3.4-38. Comparison of Histograms of Rockfall Block Masses (in Metric Tons) from All Postclosure and Preclosure Seismic Analyses in Nonlithophysal Rock
	Figure 2.3.4-39. Summary of Rockfall Volume as a Function of Peak Ground Velocity for Nonlithophysal Rock, all Postclosure Hazard Levels
	Figure 2.3.4-40. Example of UDEC Discontinuum Model for Lithophysal Rock Showing Emplacement Drift, Drip Shield, Invert, Waste Package, and Pallet
	Figure 2.3.4-41. Estimated Lithophysal Rock Damage Level for All 10-5 Ground Motion Time Histories, Expressed as m3/m of Emplacement Drift Length for Rock Strength Categories 1, 3, and 5
	Figure 2.3.4-42. Typical Geometry of the Emplacement Drift in Lithophysal Rock after Simulations for Postclosure Ground Motions with Annual Exceedance Probability of 10-6
	Figure 2.3.4-43. Estimate of Drip Shield Static Load for a Completely Collapsed Drift: (a) Rubble-Filled Drift and (b) Average Pressure on Drip Shield Segments for Six Realizations of Rock Block Structure as well as Average Pressure from All Six Real...
	Figure 2.3.4-44. Static-Fatigue Data for Unconfined and Triaxial Compression of Heated, Saturated Welded Tuff and Lac du Bonnet Granite
	Figure 2.3.4-45. Predicted Time-Dependent Drift Degradation at 10,000 Years for Lithophysal Rock Strength Categories 2 (a), 3 (b), and 5 (c)
	Figure 2.3.4-46. Summary of Average Vertical Pressure Exerted on the Drip Shield as a Function of Bulking Factor Using Discontinuum Modeling Approach versus Several Alternative Analytical Approaches
	Figure 2.3.4-47. Q-Q Plot for Conditional Lithophysal Rock Volume Versus a Gamma Distribution at the 1.05 m/s PGV Level
	Figure 2.3.4-48. Comparison of Percentiles on the Gamma Distributions for Conditional Lithophysal Rock Volumes
	Figure 2.3.4-49. Q-Q Plot for Conditional Nonlithophysal Rock Volume Versus a Gamma Distribution at the 1.05 m/s PGV Level
	Figure 2.3.4-50. Comparison of Percentiles on the Gamma Distributions for Conditional Nonlithophysal Rock Volumes
	Figure 2.3.4-51. Long-Term Evolution of the Engineered Barrier System (EBS)
	Figure 2.3.4-52. Flow Chart Showing Interrelationship of Process Models Described in Section 2.3.4
	Figure 2.3.4-53. Emplacement Drift Geometry
	Figure 2.3.4-54. Detailed Representation of the TAD-Bearing Waste Package with Intact and Degraded Internals Used for Waste Package Damage Lookup Table Analyses
	Figure 2.3.4-55. Detailed Representation of the Codisposal Waste Package with Intact and Degraded Internals Used for Waste Package Damage Lookup Table Analyses
	Figure 2.3.4-56. Simplified Isometric of the Drip Shield
	Figure 2.3.4-57. Permanent Deformation from Plastic Yielding Generates Residual Stress
	Figure 2.3.4-58. Typical Example of Transgranular Stress Corrosion Crack in Stainless Steel
	Figure 2.3.4-59. Parallel Rows of Randomly Oriented Flaws, with Row Spacing Equal to Wall Thickness
	Figure 2.3.4-60. Ductility Ratio vs. Triaxiality Factor
	Figure 2.3.4-61. Example of a Fringe Plot Showing the Area of a Dented Outer Corrosion Barrier Surface Shell with Elements with Effective Strains Exceeding 0.285
	Figure 2.3.4-62. Eleven Waste Package Configuration for Focus on Central Three TAD-Bearing Waste Packages (One Side of the Drip Shield is Removed for Clarity)
	Figure 2.3.4-63. Thirteen Waste Package Configuration for Focus on Central Two Codisposal Waste Packages. (One Side of the Drip Shield is Removed for Clarity)
	Figure 2.3.4-64. Detailed Representation of the Emplacement Pallet Used for Waste Package Damage Lookup Table Analyses. The Connecting Beams are Removed for Analyses with Degraded Internals.
	Figure 2.3.4-65. Example of Impact Location Configurations for TAD-Bearing Waste Package-to-TAD-Bearing Waste Package Damage Lookup Table Analyses. All Analyses Were Performed with an Impact Angle of 1.5 Degrees.
	Figure 2.3.4-66. Representative Impact Angle Configurations for Waste Package-to-Pallet Damage Lookup Table Analyses for the TAD-Bearing (shown) and Codisposal Waste Package
	Figure 2.3.4-67. Example of Damaged Area Resulting from Waste Package-to-Pallet Impacts, Contoured on the Lower Hemicylinder of a Waste Package Outer Corrosion Barrier
	Figure 2.3.4-68. Q-Q Plot for Conditional Nonzero Damaged Areas Versus a Gamma Distribution for the TAD-Bearing Waste Package with 23-mm-Thick Outer Corrosion Barrier and Intact Internals
	Figure 2.3.4-69. Q-Q Plot for Conditional Damaged Areas Versus a Gamma Distribution for the Codisposal Waste Package with 23-mm-Thick Outer Corrosion Barrier and Intact Internals
	Figure 2.3.4-70. Comparison of Percentiles on the Gamma Distributions to Conditional Damaged Areas for the Codisposal Waste Package with 23-mm-Thick Outer Corrosion Barrier and Intact Internals
	Figure 2.3.4-71. Comparison of Power Law Dependence with Probability Data for Incipient Rupture and for Rupture
	Figure 2.3.4-72. Q-Q Plots for Conditional Damaged Areas Versus a Gamma Distribution for the Codisposal Waste Package with 17-mm-Thick Outer Corrosion Barrier and Degraded Internals
	Figure 2.3.4-73. Comparison of Percentiles on the Gamma Distributions to Conditional Damaged Areas for the Codisposal Waste Package with 17-mm-Thick Outer Corrosion Barrier and Degraded Internals
	Figure 2.3.4-74. Drip Shield Geometry Showing the Outline of the Region of the Crown Plate for Which Structural Response to Rubble Loading Was Determined
	Figure 2.3.4-75. Damage Areas in the Drip Shield Plate as a Function of Uniform Load for Different Plate Thicknesses and Boundary Conditions
	Figure 2.3.4-76. Linear Fit to Ln(A+1) Versus Ln (PGV)
	Figure 2.3.4-77. Methodology for Drip Shield Damage Abstraction from Rock Block Impacts
	Figure 2.3.4-78. Impact Simulation of the 0.15 Metric Ton Block on the Drip Shield
	Figure 2.3.4-79. Q-Q Plot for Conditional Nonzero Damaged Area from Rock Block Impacts Versus a Gamma Distribution
	Figure 2.3.4-80. Comparison of Percentiles on the Gamma Distributions to Conditional Damaged Areas for the 15-mm-Thick Plates
	Figure 2.3.4-81. Fragility of the Drip Shield Plate as a Function of Plate Thickness and Boundary Conditions
	Figure 2.3.4-82. Deformed Shape and Contours of Plastic Shear Strain in the Failure State for the Drip Shield (top) Components Not Thinned, and, (bottom) Components Thinned 10 mm
	Figure 2.3.4-83. Limit Load of the Drip Shield Framework as a Function of Plate Thickness and Load Realization
	Figure 2.3.4-84. Geometrical Representation Used in the Analysis of the Mechanical Interaction Between the Drip Shield and the Rubble During Seismic Ground Motions
	Figure 2.3.4-85. Example of the Deformed Drip Shield Geometries and Contours of Plastic Shear Strain for the Drip Shield Configuration When Components are Thinned 5 mm (Plate Thickness 10 mm)
	Figure 2.3.4-86. Probability of Failure of the Drip Shield Plates for Maximum Rockfall Load for Complete Drift Collapse
	Figure 2.3.4-87. Probability of Collapse of the Drip Shield Framework for 100% Rockfall Load
	Figure 2.3.4-88. Geometrical Representation Used in the Analysis of the Mechanical Interaction Between the Waste Package and the Rubble During Seismic Ground Motions
	Figure 2.3.4-89. Average Damaged Surface Area for Two Outer Corrosion Barrier Thicknesses as a Function of PGV Level—Waste Package Surrounded by Rubble
	Figure 2.3.4-90. Geometrical Representation of the Waste Package Loaded by the Collapsed Drip Shield for the Case of Intact Internals (a) and Degraded Internals (b)
	Figure 2.3.4-91. Damage Areas and Maximum Stress Contours Shown in Two Views for a 23-mm-Thick Outer Corrosion Barrier of the Waste Package with Degraded Internals Loaded by the Collapsed Drip Shield: 807 kPa Average Vertical Load
	Figure 2.3.4-92. Damage Areas and Maximum Stress Contours Shown in Two Views for a 23-mm-Thick Outer Corrosion Barrier of the Waste Package with Intact Internals Loaded by the Collapsed Drip Shield: 1,483 kPa Average Vertical Load
	Figure 2.3.4-93. Surface Areas with Residual Stresses Greater than 90% of the Yield Strength of Alloy 22 (“Damage Area”) as Function of Vertical Load for the Case of the Waste Package Loaded by the Collapsed Drip Shield for Two Outer Corrosion Ba...
	Figure 2.3.4-94. Comparison of Percentiles on the Gamma Distributions to Conditional Damaged Areas for the TAD-Bearing Waste Package with 17-mm-Thick Outer Corrosion Barrier and Degraded Internals
	Figure 2.3.4-95. Least Squares Fit for Power Law Dependence for Probability of Puncture
	Figure 2.3.4-96. Q-Q Plot for Conditional Damaged Areas Versus a Gamma Distribution for the TAD-Bearing Waste Package Surrounded by Rubble
	Figure 2.3.4-97. Comparison of Percentiles on the Gamma Distributions to Conditional Damaged Areas for the TAD-Bearing Waste Package Surrounded by Rubble
	Figure 2.3.4-98. Thermal-Hydrologic Response for the 21-PWR Absorber Plate Waste Package

	2.3.4.1 Summary and Overview
	2.3.4.2 System Description and Model Integration
	2.3.4.2.1 Summary Description of the Model

	2.3.4.3 Ground Motion and Fault Displacement Analyses
	2.3.4.3.1 Probabilistic Seismic Hazard Analysis
	2.3.4.3.2 Ground Motion Site-Response Analysis and Development of Time Histories
	2.3.4.3.3 Characterization of Low-Probability Peak Horizontal Ground Velocity

	2.3.4.4 Rockfall Analysis
	2.3.4.4.1 Conceptual Description of Rockfall Analysis
	2.3.4.4.2 Data and Data Uncertainty for Rockfall Analysis
	2.3.4.4.3 Rockfall Analysis for In Situ and Thermal Stress Effects on Nonlithophysal and Lithophysal Units
	2.3.4.4.4 Rockfall Analysis for Seismic Effects on Nonlithophysal Units
	2.3.4.4.5 Rockfall Analysis for Seismic Effects on Lithophysal Units
	2.3.4.4.6 Time-Dependent Degradation of Rock Mass Strength in Lithophysal Units
	2.3.4.4.7 Assumptions Used in Rockfall Models
	2.3.4.4.8 Rockfall and Rubble Accumulation in the Emplacement Drifts

	2.3.4.5 Structural Response of EBS Features to Mechanical Degradation
	2.3.4.5.1 Failure Criteria Used in the Seismic Scenario Class
	2.3.4.5.2 Structural Response of the Waste Package and Drip Shield to Vibratory Ground Motion During Time Frame of Structurally Intact Drip Shields
	2.3.4.5.3 Drip Shield Fragility
	2.3.4.5.4 Structural Analysis of the Waste Package After Drip Shield Failure
	2.3.4.5.5 Structural Response to Fault Displacement
	2.3.4.5.6 Postseismic Changes for the In-Drift Environment

	2.3.4.6 Computational Algorithm for Seismic Scenario Class
	2.3.4.6.1 Computational Approach
	2.3.4.6.2 Validation of Seismic Damage Abstractions

	2.3.4.7 Evaluation of Material Supporting Mechanical Disruption of the EBS
	2.3.4.8 Conclusions
	2.3.4.8.1 Summary of Significant Processes for Mechanical Degradation of the EBS
	2.3.4.8.2 Summary of Key Uncertainties Associated with Mechanical Degradation of the EBS
	2.3.4.8.3 Summary of Key Limitations/Conservatisms in Models Used to Assess Mechanical Degradation of the EBS
	2.3.4.8.4 Summary of Consistency Between TSPA Model Abstractions and Process Models
	2.3.4.8.5 Summary of Key Output Parameters Provided to TSPA

	2.3.4.9 General References

	2.3.5 In-Drift Physical and Chemical Environment
	CONTENTS
	TABLES
	Table 2.3.5-1. Features, Events, and Processes Relevant to the Near-Field Chemistry Model and Included into TSPA
	Table 2.3.5-2. Features, Events, and Processes Relevant to the In-Drift Thermal-Hydrologic Models and Included into TSPA
	Table 2.3.5-3. Features, Events, and Processes Relevant to the In-Drift Chemical Environment Models and Included into TSPA
	Table 2.3.5-4. Direct and Indirect Onsager Processes Driven by Temperature, Pressure, Chemical Potential, and Electrical Potential Gradients
	Table 2.3.5-5. Representative Pore-Water Compositions for the Four Groups, Used as Inputs for the Near-Field Chemistry Model
	Table 2.3.5-6. Suite of Submodels and Intermediate and Final Results for the Multiscale Thermal-Hydrologic Model
	Table 2.3.5-7. Peak Drift Wall and Waste Package Temperatures Over All Waste Packages Summarized for Seven Uncertainty Cases
	Table 2.3.5-8. Duration of Drift Wall Temperatures At or Above Boiling Summarized for Seven Uncertainty Cases
	Table 2.3.5-9. Maximum Lateral Extent of the Boiling-Point Isotherm (96°C), Summarized for Seven Uncertainty Cases
	Table 2.3.5-10. Relationship of Evaporated Seepage Water to Brine Types and Corrosion Test Solutions
	Table 2.3.5-11. Maximum Differences Between Predictions and Measurements for pH, Ionic Strength, Chlorine, Fluorine, NO3, and the Cl/NO3 Ratio
	Table 2.3.5-12. Estimated In-Drift Precipitates/Salts Model Uncertainties for Temperatures between 20°C and 140°C
	Table 2.3.5-13. Model Predictions of Equilibrium Relative Humidity for Saturated Aqueous Solutions in Contact with an Excess of Solid-Phase Salts

	FIGURES
	Figure 2.3.5-1. Information Transfer Among the Principal Model Components of the TSPA Nominal Scenario Class Model
	Figure 2.3.5-2. General Locations of Engineered Barrier System Features and Materials
	Figure 2.3.5-3. Information Flow Supporting TSPA for the In-Drift Physical and Chemical Environment Models and Analyses at the Data, Process, Abstraction, and Total System Performance Assessment Levels
	Figure 2.3.5-4. Generalized Processes Incorporated into the Near-Field Chemistry Model
	Figure 2.3.5-5. Calculated Charge Balance Error for TSw Pore-Water Analyses
	Figure 2.3.5-6. Piper Plot of 80 TSw Pore Waters, Color-Coded to Show the Magnitude of the Charge Balance Error
	Figure 2.3.5-7. Piper Plot of 80 TSw Pore Waters, Color-Coded to Show the Magnitude of the NO3/Cl Ratio
	Figure 2.3.5-8. TSw Pore Waters (Upper) are in Equilibrium with pCO2 Values Greater than 10-3 bars, the Ambient Gas-Phase Concentration in the Rock; Elevated pCO2 Values Observed in Surface Waters (Lower) are Commonly Attributed to Microbial Activity
	Figure 2.3.5-9. Piper Diagram Showing Pore Waters That Passed and Failed the Quality Screening Criteria
	Figure 2.3.5-10. Evaporative Evolution of the 34 TSw Pore Waters That Meet the Screening Criteria; Calcium Concentration (upper) and pH (lower)
	Figure 2.3.5-11. Change in Chloride-Nitrate Molal Ratio with Evaporation
	Figure 2.3.5-12. Comparison of Predicted Calcite Solubility Curves with Water Compositional Data from Several Geothermal Fields
	Figure 2.3.5-13. Comparison of Predicted Silica Polymorph Solubility Curves with Water Compositional Data from Several Geothermal Fields
	Figure 2.3.5-14. Location of Drifts Along Which Thermal Profiles to the Land Surface Were Generated
	Figure 2.3.5-15. Thermal Profiles Above the Drift, Through Time
	Figure 2.3.5-16. Breakthrough Curves Generated by FEHM Modeling of Transport Through the TSw at Five Different Percolation Fluxes, Using the Particle Tracking Option
	Figure 2.3.5-17. Calculated Water-Rock Interaction Parameters Values (Moles Feldspar Dissolved) for Three Different Locations within the Drift: (a) the Coolest Location Evaluated (Thermal Measure = 37.8); (b) a Median Thermal Measure Value (Thermal M...
	Figure 2.3.5-18. Temperature-Flow Paths Followed by Percolating Waters Representing Five Different Seepage Times
	Figure 2.3.5-19. Cumulative Amount of Feldspar Dissolved as Water Percolates along the Temperature-Flow Paths
	Figure 2.3.5-20. Pore-Water d87Sr Values Systematically Increase with Depth Through the Devitrified Rhyolitic Center of the TSw
	Figure 2.3.5-21. Comparison of the Near-Field Chemistry Model Feldspar Dissolution Rates with Rates Calculated from Pore-Water Strontium Isotopic Data, Boreholes SD-7 and SD-12
	Figure 2.3.5-22. Plot of (a) Potassium Versus Calcium Molalities and (b) Divalent/Monovalent Cation Ratio Versus C Molality for TSw and PTn Pore Waters, Showing Predicted Evolutionary Pathways for the PTn Waters at Three Different Feldspar Dissolutio...
	Figure 2.3.5-23. Comparison of Potential Seepage Water Compositions Predicted by the Near-Field Chemistry and Thermal-Hydrologic-Chemical Seepage Models for the Group 3 Representative Water
	Figure 2.3.5-24. Comparison of In-Drift CO2 Partial Pressures Predicted by the Near-Field Chemistry and Thermal-Hydrologic-Chemical Seepage Models
	Figure 2.3.5-25. Comparison of Predicted Near-Field Chemistry Model pCO2 Range and Measured Gas-Phase CO2 Concentrations in and around the Drift Scale Test: (a) Near-Field Chemistry Model Range, Assuming Ambient pCO2 = 10-3 bars, the Repository-Level...
	Figure 2.3.5-26. Conceptual Diagram Showing Information Flow Between Submodels, Intermediate Model Results, and Final Model Results of the Multiscale Thermal-Hydrologic Model
	Figure 2.3.5-27. Heated Repository Footprint of the SMT-Submodel Mesh, Overlain on the Unsaturated Zone Flow Model Mesh, and Showing the g-9 Location Used for Sensitivity Studies
	Figure 2.3.5-28. Heated Repository Footprint of the SMT-Submodel Mesh, Panel Numbers, and Contingency Drifts at the South End of Panel 2
	Figure 2.3.5-29. Cross-Sectional View of the Numerical Mesh Describing the Drift Used for Line-Source, Drift-Scale, Thermal-Hydrologic Submodel Runs
	Figure 2.3.5-30. Distribution of Host-Rock Units Within the Repository Footprint
	Figure 2.3.5-31. Complementary Cumulative Distribution Functions for Peak Temperature (a) on the Drift Wall and (b) on the Waste Packages
	Figure 2.3.5-32. Complementary Cumulative Distribution Functions for the Time When Boiling Ceases (a) at the Drift Wall and (b) at the Waste Package
	Figure 2.3.5-33. Range of Temperature Histories for (a) the Drift Wall and (b) the Waste Package
	Figure 2.3.5-34. Range of Relative Humidity Histories for (a) the Drift Wall, (b) the Waste Package, and (c) Complementary Cumulative Distribution Function for the Time Required for Waste Package Relative Humidity to Attain a Value of 95%
	Figure 2.3.5-35. Ranges of Histories for Liquid Saturation at (a) the Drift Wall and (b) the Invert
	Figure 2.3.5-36. Complementary Cumulative Distribution Functions of the Maximum Lateral Extent of the Boiling-Point Isotherm (96°C) from the Drift Centerline for the Range of Parametric Uncertainty Addressed by the Multiscale Thermal-Hydrologic Model
	Figure 2.3.5-37. Complementary Cumulative Distribution Functions for Peak Waste Package Temperatures for Commercial SNF and DOE HLW Waste Packages for Collapsed-Drift Cases Subject to Low and High Rubble Thermal Conductivity
	Figure 2.3.5-38. Comparison of Measured and Simulated Temperature Histories for Boreholes 134, 144, 162, and 163
	Figure 2.3.5-39. Comparison of Measured and Simulated Temperature Spatial Profiles for Borehole 141
	Figure 2.3.5-40. Comparison of Measured and Simulated Liquid-Phase Saturations for Borehole 80
	Figure 2.3.5-41. Comparison of Drift Wall Temperatures Predicted by the Multiscale Thermal-Hydrologic Model and an East–West, Mountain-Scale, Thermal-Hydrologic Model
	Figure 2.3.5-42. Conceptual Schematic for the Three-Drift Test Case
	Figure 2.3.5-43. Thermal-Hydrologic Conditions Predicted by the Multiscale Thermal-Hydrologic Model and Three-Dimensional, Pillar-Scale, Thermal-Hydrologic Model Compared along the Drift, Including (a) Peak Waste Package Temperature and (b) Time When...
	Figure 2.3.5-44. Correlation of the Five Percolation Flux Bins with Locations Within the Repository Footprint
	Figure 2.3.5-45. Vapor Mass Fraction in Gas and Condensation Rate on Drift Wall: Drift Choice #7, 1,000 years, High Percolation Rate, Well-Ventilated Drip Shield, Low Invert Transport, High Dispersion Coefficient
	Figure 2.3.5-46. Vapor Mass Fraction in Gas at 3,000 Years and 10,000 Years: Drift Choice #7, High Percolation Rate, Well Ventilated Drip Shield, Low Invert Transport, Low Dispersion Coefficient
	Figure 2.3.5-47. Comparison of Average Lineal Power Decay Functions for the Estimated Limiting Waste Stream and the Postclosure Thermal Reference Case
	Figure 2.3.5-48. Estimated Limiting Waste Stream Average Line Load and Calculated Mid-Pillar Temperature History
	Figure 2.3.5-49. Simplified Chemical Divide Diagram Based on Evaporative Concentration of Dilute Starting Waters to Form a Suite of Naturally Occurring Lake Waters
	Figure 2.3.5-50. Schematic Representation of the Conceptual Process of Salt Precipitation and Separation
	Figure 2.3.5-51. Predicted Compositional Evolution of Group 1 Water at 70°C, No Water–Rock Interaction and pCO2 10-3 bar (upper); Predicted Compositional Evolution of Group 1 Water at 70°C, High Water–Rock Interaction and pCO2 10-3 bar (lower)
	Figure 2.3.5-52. Predicted Mineral Precipitation as Group 1 Waters Evaporate at 70°C, No Water–Rock Interaction and pCO2 10-3 bar (upper); Mineral Precipitation as Group 1 Waters Dilute/Evaporate at 70°C, High Water–Rock Interaction and pCO2 10...
	Figure 2.3.5-53. pH Range for Group 1 (upper) and Group 2 (lower) Waters, for No Water–Rock Interaction and High Water–Rock Interaction at pCO2 10-2 to 10-4 bar and at T = 30°C, 70°C, and 100°C
	Figure 2.3.5-54. pH Range for Group 3 (upper) and Group 4 (lower) Waters, for No Water–Rock Interaction and High Water–Rock Interaction at pCO2 10-2 to 10-4 bar and at T = 30°C, 70°C, and 100°C
	Figure 2.3.5-55. Range of Cl-/NO3- Ratio Versus Relative Humidity for the Evaporation Lookup Tables Representing Groups 1 to 4
	Figure 2.3.5-56. Predicted Versus Measured Concentrations for Synthetic J-13 Water Evaporation Experiment
	Figure 2.3.5-57. Predicted Versus Measured Concentrations for Synthetic Topopah Spring Tuff Pore-Water Evaporation Experiment
	Figure 2.3.5-58. Predicted Versus Measured Concentrations for 100x Synthetic J-13 Water Evaporation Experiment
	Figure 2.3.5-59. Modeled Concentrations of Br-, Cl-, CO32- and SO42- and Measured Concentrations of Br-, Cl-, and SO42- from Evaporation of Inagua Seawater
	Figure 2.3.5-60. Predicted Versus Chemistry Handbook Mineral Solubilities at 25°C
	Figure 2.3.5-61. Predicted Versus Chemistry Handbook Mineral Solubilities at 100°C
	Figure 2.3.5-62. Histogram (a) and Cumulative Distribution Function (b) of Error in [C]total
	Figure 2.3.5-63. Differences between Measurements and Model Predictions for Ternary Systems and Leg 4 of the Pore-Water Evaporation Experiment at 95°C
	Figure 2.3.5-64. Comparison of In-Drift Precipitates/Salts Model Results with Interpolated Results from Seepage Evaporation Abstraction for 56°C, pCO2 of 10-3.2 bar, and 98% Relative Humidity

	2.3.5.1 Summary and Overview
	2.3.5.2 Approach to Coupled Processes
	2.3.5.2.1 Coupled Processes
	2.3.5.2.2 Thermal-Hydrologic-Mechanical Coupled Processes
	2.3.5.2.3 Thermal-Hydrologic-Chemical Coupled Processes

	2.3.5.3 Near-Field Chemistry Model
	2.3.5.3.1 Conceptual Description
	2.3.5.3.2 Data and Data Uncertainty
	2.3.5.3.3 Model and Model Uncertainty
	2.3.5.3.4 TSPA Implementation of the Near-Field Chemistry Model

	2.3.5.4 In-Drift Thermal-Hydrologic Environment
	2.3.5.4.1 Multiscale Thermal-Hydrologic Model
	2.3.5.4.2 In-Drift Condensation Model
	2.3.5.4.3 Near-Field Response to the Range of Design Thermal Loadings

	2.3.5.5 In-Drift Chemical Environment Models
	2.3.5.5.1 Conceptual Description
	2.3.5.5.2 Data and Data Uncertainty
	2.3.5.5.3 Model and Model Uncertainty
	2.3.5.5.4 Abstraction and TSPA Implementation

	2.3.5.6 Conclusions
	2.3.5.7 General References

	2.3.6 Waste Package and Drip Shield Corrosion
	CONTENTS
	TABLES
	Table 2.3.6-1. Target Composition of Standard Test Solutions Based on J-13 Well Water
	Table 2.3.6-2. FEPs Included in Section 2.3.6
	Table 2.3.6-3. Alterations in Corrosion Rates and Potential Associated Microbial Degradation
	Table 2.3.6-4. Solutions Used to Determine Temperature-Dependence of Alloy 22 General Corrosion
	Table 2.3.6-5. Apparent Activation Energies of Alloy 22 for Individual Solutions
	Table 2.3.6-6. Corrosion Potential Data Used in Model Development
	Table 2.3.6-7. Crevice Repassivation Potential Data Used in Model Development
	Table 2.3.6-8. Bounding Rates for Localized Corrosion for Alloy 22 (Distribution)
	Table 2.3.6-9. Summary of Model Validation Analysis for the Corrosion Potential Model
	Table 2.3.6-10. Summary of Model Validation Analysis for Crevice Repassivation Potential Model
	Table 2.3.6-11. Alternate Model Comparison to Crevice Repassivation Potential Model
	Table 2.3.6-12. Comparison of Model Prediction for Localized Corrosion Susceptibility with Experimental Observations of Alloy 22 Crevice Samples Tested for Over 5 Years
	Table 2.3.6-13. Comparison of Long-Term Corrosion Test Observations to Model Predictions
	Table 2.3.6-14. Slow Strain Rate Test Results for Annealed Alloy 22
	Table 2.3.6-15. Hoop Stress Profile Coefficients for the Plasticity Burnished Naval Long and TAD Waste Package Outer Barrier Closure Lid
	Table 2.3.6-16. Stress and Stress Intensity Factor Profiles for the Plasticity-Burnished Naval Long and TAD Waste Package Outer Lid
	Table 2.3.6-17. Determination of the Slip-Dissolution Film-Rupture Model Parameters for Alloy 22
	Table 2.3.6-18. Main Characteristics of Flaws in Waste Package Outer Barrier Closure Weld
	Table 2.3.6-19. Threshold Stress Intensity Factor Distribution for Alloy 22
	Table 2.3.6-20. Crack Growth Rates in Alloy 22 Compact Tension Specimens
	Table 2.3.6-21. Summary of Defect-Related Failures in Various Welded Metallic Containers
	Table 2.3.6-22. Estimates of Human Error Probabilities
	Table 2.3.6-23. Chemical Composition of Relevant Titanium Grades
	Table 2.3.6-24. Titanium Grade 7 General Corrosion Rates from Weight-Loss Geometry Coupons Exposed for 2.5 Years
	Table 2.3.6-25. Chemical Composition of the Test Solutions Used to Obtain Relative Corrosion Rates for Titanium Grade 29 and Titanium Grade 7 (Molal)
	Table 2.3.6-26. General Corrosion Rates of Titanium Grade 7 in Selected Test Media Containing High Concentrations of Chlorides of Ca2+, Mg2+, and Fe3+ Ions at Elevated Temperature

	FIGURES
	Figure 2.3.6-1. Schematic of an Emplacement Drift Showing Waste Packages and Drip Shields
	Figure 2.3.6-2. Expected Aqueous Solution Types
	Figure 2.3.6-3. Information Transfer Between the Principal Model Components of the TSPA Nominal Scenario Class
	Figure 2.3.6-4. Inputs, Outputs, and Basis for Model Confidence for the Waste Package and Drip Shield Degradation Submodel for Early Failure and Nominal Scenario Classes
	Figure 2.3.6-5. Mean Corrosion Rates for Alloy 22 Weight-Loss Samples in Simulated Acidified Water, Simulated Concentrated Water, and Simulated Dilute Water
	Figure 2.3.6-6. Mean Corrosion Rates for Alloy 22 Crevice Samples in Simulated Acidified Water, Simulated Concentrated Water, and Simulated Dilute Water
	Figure 2.3.6-7. Alloy 22 Corrosion Rates Obtained by Linear Polarization Resistance Measurements in Nine Aqueous Environments Covering a Range of Nitrate and Chloride Ion Concentrations
	Figure 2.3.6-8. Comparison of Alloy 22 Corrosion Rates from Polarization Resistance Measurements of Mill-Annealed, As-Welded, and As-Welded Plus Aged Alloy 22 Multiple Crevice Assembly and Prism Crevice Assembly Samples in 5 M CaCl2 Brines at Varying...
	Figure 2.3.6-9. Cumulative Distribution Function of the Alloy 22 General Corrosion Rate at 60°C Including Low, Medium, and High Uncertainty Levels Resulting from Fitting of 5-Year Exposed Creviced Sample Data
	Figure 2.3.6-10. Comparison of Temperature Dependence Obtained by Polarization Resistance (Normal Distribution) and Analysis of Weight-Loss Samples Exposed for 5 Years to SCW 60°C and 90°C (Bootstrap Distribution)
	Figure 2.3.6-11. Calculated Model Outputs of the Base-Case Temperature-Dependent General Corrosion Model with the Medium Uncertainty Level for Ro and the Mean Apparent Activation Energy of 40.78 kJ/mol at 25°C, 60°C, 100°C, 150°C, and 200°C
	Figure 2.3.6-12. Calculated Model Outputs of the Base-Case Temperature-Dependent General Corrosion Model with Uncertainty Levels and Apparent Activation Energies Designed to Span the Range of Possible Values at 25°C and 200°C
	Figure 2.3.6-13. Decrease of Mean General Corrosion Rate of Alloy 22 with Time at 90°C
	Figure 2.3.6-14. Schematic Representation of Waste Package Patches
	Figure 2.3.6-15. Schematic Cyclic Potentiodynamic Polarization Curves for Stainless Steel Type 316L, Alloy 22, and Titanium in High-Chloride Solutions
	Figure 2.3.6-16. Long-Term Open-Circuit Corrosion Potential versus pH of Alloy 22 Samples with Differing Sample Configurations and Metallurgical Conditions
	Figure 2.3.6-17. Model Prediction and Experimental Data for Alloy 22 Long-Term Corrosion Potential (Ecorr)of the Waste Package Outer Barrier
	Figure 2.3.6-18. Model Predictions and Experimental Data for the Alloy 22 Crevice Repassivation Potential of the Waste Package Outer Barrier
	Figure 2.3.6-19. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Temperature with a pH of 7
	Figure 2.3.6-20. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Temperature with a pH of 5
	Figure 2.3.6-21. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Temperature with a pH of 4
	Figure 2.3.6-22. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Temperature for 3 m Nitrate
	Figure 2.3.6-23. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Temperature for 6 m Nitrate
	Figure 2.3.6-24. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Chloride Concentration for 90°C, pH 7, and 3 m Nitrate
	Figure 2.3.6-25. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Chloride Concentration for 90°C, pH 4, and 3 m Nitrate
	Figure 2.3.6-26. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Nitrate Concentration for a pH of 7
	Figure 2.3.6-27. Alloy 22 Localized Corrosion Initiation Model Results as a Function of Nitrate Concentration for a pH of 4
	Figure 2.3.6-28. Time to Failure (or Time on Test) versus Applied Stress Ratio in 15% Basic Saturated Water Solution at 105°C
	Figure 2.3.6-29. Predicted Crack Growth Rate for the Stress Corrosion Cracking of Alloy 22 in Basic Saturated Water at 110°C as a Function of Stress Intensity Factor for Bounding Values of the Repassivation Parameter
	Figure 2.3.6-30. Hoop Stress versus Depth for Plasticity-Burnished Waste Package Outer Closure Lid with Variability as Function of Angle
	Figure 2.3.6-31. Stress Intensity Factor versus Depth for Plasticity-Burnished Waste Package Outer Closure Lid with Variability as Function of Angle
	Figure 2.3.6-32. Hoop Stress (q = 0) versus Depth for Plasticity-Burnished Waste Package Outer Closure Lid with Uncertainty as Function of Yield Strength
	Figure 2.3.6-33. Stress Intensity Factor (q = 0) versus Depth for Plasticity Burnished Waste Package Outer Closure Lid with Uncertainty as Function of Yield Strength
	Figure 2.3.6-34. Modeled Crack Growth Rate for the Stress Corrosion Cracking of Alloy 22 in Basic Saturated Water at 110°C as a Function of Stress Intensity Factor Compared to Data not Used to Develop the Model
	Figure 2.3.6-35. Example of Event Tree Used for Analyzing Early Failure
	Figure 2.3.6-36. Precipitation of Tetrahedrally Close-Packed Phases in Alloy 22 Base Metal as a Function of Time and Temperature
	Figure 2.3.6-37. Precipitation of Tetrahedrally Close-Packed Phases at Alloy 22 Grain Boundaries as a Function of Time and Temperature
	Figure 2.3.6-38. Microhardness Measurements on Aged Alloy 22 Base Metal Shown as a Function of Time and Temperature and Indicative of Long-Range Ordering
	Figure 2.3.6-39. Tetrahedrally Close-Packed Phase Precipitation Kinetics for Alloy 22 Gas Tungsten Arc Weld as a Function of Time and Temperature
	Figure 2.3.6-40. Property Diagram of Ni–21.1Cr–13.5Mo Alloy
	Figure 2.3.6-41. Calculated Isothermal Time-Temperature-Transformation for a Face-Centered Cubic Matrix of a Ternary Ni–21.1Cr–13.5Mo (in wt %) Alloy (Modeling Surrogate of Alloy 22) Transforming into the oP6-Ordered Phase for 2%, 10%, and 15% Tr...
	Figure 2.3.6-42. Calculated Isothermal Time-Temperature-Transformation for a Face-Centered Cubic Matrix of a Ternary Ni–21.1Cr–13.5Mo (in wt %) Alloy (Surrogate for Alloy 22) Transforming into the P Phase for 2%, 10%, and 15% Transformation Rates
	Figure 2.3.6-43. Calculated Isothermal Time-Temperature-Transformation for a Face-Centered Cubic Matrix of a Ternary Ni–21.1Cr–13.5Mo (in wt %) Alloy (Surrogate for Alloy 22) Transforming into the s Phase for 2%, 5%, and 10% Transformation Rates
	Figure 2.3.6-44. Cumulative Distribution Functions for Titanium Grade 7 Weight-Loss and Crevice Samples after 2.5-Year Exposure
	Figure 2.3.6-45. Corrosion Rate of Titanium Grade 7 (2.5-Year Data)
	Figure 2.3.6-46. Cumulative Distribution Functions for General Corrosion Rates of Titanium Grade 7 Weight-Loss Samples for Different Exposure Conditions
	Figure 2.3.6-47. Distribution of General Corrosion Rates of Titanium Grade 16: (a) 5-Year Weight-Loss Samples and (b) 5-Year Crevice Samples
	Figure 2.3.6-48. Titanium Grade 29/ Titanium Grade 7 Corrosion Rate Ratio
	Figure 2.3.6-49. Comparison of 1-Year (Titanium Grade 16), 2.5-Year (Titanium Grade 7), and 5-Year (Titanium Grade 16) General Corrosion Rates Obtained from Weight-Loss Samples and Crevice Samples, Showing the Decreasing Trend in Corrosion Rate
	Figure 2.3.6-50. Titanium Grade 7 in Simulated Saturated Water at 120°C
	Figure 2.3.6-51. Plot of the Mean DE and -4s Confidence Interval Surface (a) versus pH and Absolute Temperature at a Chloride Concentration of 3 mol/L and (b) versus pH and Logarithm of Chloride Ion Concentration for Titanium Grade 7 Using an Absolut...

	2.3.6.1 Summary and Overview
	2.3.6.1.1 Processes Contributing to EBS Barrier Capability
	2.3.6.1.2 Corrosion Test Environments and Relationship to In-Drift Chemical Environment

	2.3.6.2 Implementation of the Waste Package and Drip Shield Corrosion Models in Total System Performance Assessment
	2.3.6.2.1 Summary of Features, Events, and Processes Included in Waste Package and Drip Shield Corrosion Models
	2.3.6.2.2 Waste Package Degradation Processes
	2.3.6.2.3 Drip Shield Degradation Processes
	2.3.6.2.4 Total System Performance Assessment Treatment of Corrosion Uncertainty

	2.3.6.3 General Corrosion of the Waste Package Outer Barrier
	2.3.6.3.1 Conceptual Description
	2.3.6.3.2 Data and Data Uncertainty
	2.3.6.3.3 Model and Model Uncertainty
	2.3.6.3.4 Abstraction and Adequacy

	2.3.6.4 Localized Corrosion of Waste Package
	2.3.6.4.1 Conceptual Description
	2.3.6.4.2 Data and Data Uncertainty
	2.3.6.4.3 Model and Model Uncertainty
	2.3.6.4.4 Abstraction and Adequacy

	2.3.6.5 Stress Corrosion Cracking of the Waste Package Outer Barrier
	2.3.6.5.1 Conceptual Description
	2.3.6.5.2 Data and Data Uncertainty
	2.3.6.5.3 Model and Model Uncertainty
	2.3.6.5.4 Abstraction and Adequacy

	2.3.6.6 Early Failure of Waste Packages
	2.3.6.6.1 Conceptual Description
	2.3.6.6.2 Data and Data Uncertainty
	2.3.6.6.3 Analysis and Uncertainty
	2.3.6.6.4 Abstraction and Adequacy

	2.3.6.7 Effects of Long-Term Thermal Aging and Phase Stability of Alloy 22
	2.3.6.7.1 Conceptual Description
	2.3.6.7.2 Data and Data Uncertainty
	2.3.6.7.3 Model and Model Uncertainty
	2.3.6.7.4 Summary
	2.3.6.7.5 Effect of Aging and Phase Stability on Corrosion Behavior

	2.3.6.8 Drip Shield Degradation
	2.3.6.8.1 General Corrosion
	2.3.6.8.2 Localized Corrosion
	2.3.6.8.3 Stress Corrosion Cracking of Drip Shield
	2.3.6.8.4 Drip Shield Early Failure
	2.3.6.8.5 Creep Deformation
	2.3.6.8.6 Aging and Phase Stability

	2.3.6.9 Conclusions
	2.3.6.9.1 Summary of Significant Processes for EBS Barrier Capability
	2.3.6.9.2 Key Uncertainties Associated with Barrier Capability
	2.3.6.9.3 Key Conservatisms in Models Used to Assess Barrier Capability
	2.3.6.9.4 Summary of Key Abstraction Parameters Provided to TSPA and Consistency with Process Models

	2.3.6.10 General References

	2.3.7 Waste Form Degradation and Mobilization and Engineered Barrier System Flow and Transport
	CONTENTS
	TABLES
	Table 2.3.7-1. Included FEPs Addressed in Section 2.3.7
	Table 2.3.7-2. Results of the Screening Analysis
	Table 2.3.7-3. Nominal Initial Radionuclide Inventory for Each Waste Form
	Table 2.3.7-4. Nominal Initial Radionuclide Inventories for MOX and LaBS HLW
	Table 2.3.7-5. Initial Radionuclide Inventories and Initial Radionuclide Activities Per Waste Package Type in the TSPA Model
	Table 2.3.7-6. Uncertainty Multipliers for the Initial Radionuclide Inventory for Each Waste Form Type
	Table 2.3.7-7. Estimated Curies Per Canister for Savannah River Site Batches (Year 2030)
	Table 2.3.7-8. Hanford HLW Canister Production Estimates for Alternative Canister Waste Loading and Canister Fill Levels
	Table 2.3.7-9. Yucca Mountain Pore Water Compositions
	Table 2.3.7-10. A Basalt Groundwater Sample (SP 01) from Iceland
	Table 2.3.7-11. Two Basalt Water Compositions from the Columbia Basin, Washington
	Table 2.3.7-12. Triangular Probability Distribution Functions of Instantaneous Release Fraction (%)
	Table 2.3.7-13. Parameter Values and Associated Characteristic Values of the Uncertainty Distributions for the Alkaline Conditions Model
	Table 2.3.7-14. Parameter Values and Associated Characteristic Values of the Uncertainty Distributions for the Acidic Conditions Model
	Table 2.3.7-15. Commercial SNF Flow-Through Test Dissolution Data (Alkaline Conditions)
	Table 2.3.7-16. Unirradiated UO2 Flow-Through Test Dissolution Data (Alkaline Conditions)
	Table 2.3.7-17. Commercial SNF Flow-Through Test Dissolution Data (Acidic Conditions)
	Table 2.3.7-18. Summary of the Nevada Nuclear Waste Storage Investigations Series 3 Fractional Release Rate (d-1) Results for Last Sampling Period
	Table 2.3.7-19. Average Fractional Release Rates (d-1) Measured in the Series 11 Tests on Fuel Rod Segments with Different Burnups and in the Series 3 Tests on Fuel Fragments
	Table 2.3.7-20. Fractional DOE SNF Waste Form Dissolution Rates at 50°C, pH 8.5, 0.002 Molar CO32-, and 0.20 Atmospheres Oxygen Calculated for Best-Estimate Models
	Table 2.3.7-21. Glass Degradation Rate Parameters
	Table 2.3.7-22. Chemical Composition of Reference Water (J-13 Well Water)
	Table 2.3.7-23. Developed Sorption Coefficients for Smectite and Uranophane Colloids
	Table 2.3.7-24. Modeled Kd Values for Plutonium, Americium, Thorium, Neptunium, and Uranium Sorption onto Yucca Mountain-Vicinity Colloids

	FIGURES
	Figure 2.3.7-1. Information Flow Diagram for Waste Form Degradation and Mobilization
	Figure 2.3.7-2. Inputs and Outputs for the Waste Form Degradation and Mobilization Component of TSPA
	Figure 2.3.7-3. Information Flow Diagram for the Engineered Barrier System Flow Submodel
	Figure 2.3.7-4. Inputs and Outputs for the Engineered Barrier System Flow Submodel
	Figure 2.3.7-5. Information Flow Diagram for the Engineered Barrier System Transport Submodel
	Figure 2.3.7-6. Inputs and Outputs for the Engineered Barrier System Transport Submodel
	Figure 2.3.7-7. Linkage of Submodels in the Waste Form Degradation and Mobilization Component Model with Those in the EBS Radionuclide and Transport Component Model
	Figure 2.3.7-8. Potential Flow Pathways in the Engineered Barrier System
	Figure 2.3.7-9. Degradation of Waste Form under Nominal Scenario Class
	Figure 2.3.7-10. Degradation under the Igneous Intrusion Modeling Case
	Figure 2.3.7-11. Radionuclide Inventory Decay for the Waste in a Commercial SNF Waste Package
	Figure 2.3.7-12. Radionuclide Inventory Decay for the Waste in a Codisposal Waste Package
	Figure 2.3.7-13. Commercial SNF Liquid-Influx Base Case Ionic Strength over Time for Various Seepage Compositions
	Figure 2.3.7-14. Commercial SNF Liquid-Influx Base Case pH over Time for Various Seepage Compositions
	Figure 2.3.7-15. 2-DHLW Liquid-Influx Base Case pH over Time for Various Seepage Compositions
	Figure 2.3.7-16. 2-DHLW Liquid-Influx Base Case Ionic Strength over Time for Various Seepage Compositions
	Figure 2.3.7-17. 2-MCO Liquid-Influx Base Case pH over Time for Various Seepage Compositions
	Figure 2.3.7-18. 2-MCO Liquid-Influx Base Case Ionic Strength over Time for Various Seepage Compositions
	Figure 2.3.7-19. Commercial SNF Liquid-Influx Minimum and Maximum pH Values Versus pCO2 for Various Ionic Strengths
	Figure 2.3.7-20. 2-DHLW Liquid-Influx Minimum and Maximum pH Values Versus pCO2 for Various Ionic Strengths
	Figure 2.3.7-21. 2-MCO Liquid-Influx Minimum and Maximum pH Values Versus pCO2 for Various Ionic Strengths
	Figure 2.3.7-22. Commercial SNF Ionic Strength Versus Liquid-Influx Rate at Various Values of Log time (year)
	Figure 2.3.7-23. 2-DHLW Ionic Strength Versus Liquid-Influx Rate at Various Values of Log time (year)
	Figure 2.3.7-24. 2-MCO Ionic Strength Versus Liquid-Influx Rate at Various Values of Log time (year)
	Figure 2.3.7-25. Vapor-Influx Base Case pH and Ionic Strength Versus Equilibrium Relative Humidity
	Figure 2.3.7-26. Comparison of the Base-Case Alkaline Conditions Model (pCO3 = 2.7) to the Input Commercial SNF and UO2 Data
	Figure 2.3.7-27. Schematic Drawing of Canister Cross Section Showing Conceptual Model of Degradation of High-Level Radioactive Waste Glass Logs
	Figure 2.3.7-28. The pH and Temperature-Dependent Glass Degradation Rates
	Figure 2.3.7-29. Base-Case Plutonium Solubility (Adjusted Eh Model) for Crystalline PuO2(c) and PuO2(hyd,aged)
	Figure 2.3.7-30. (a) Base-Case Neptunium Solubility Inside the Corroding Waste Package (NpO2); (b) Base-Case Neptunium Solubility for the Invert (Np2O5)
	Figure 2.3.7-31. Uranium Solubility Modeled as a Function of fCO2 and pH for Commercial SNF Waste Packages Breached by a Hypothetical Igneous Intrusive Event, Codisposal Waste Packages Under Any Breach Scenario, and Waters in the Invert
	Figure 2.3.7-32. ThO2(am) Solubility Modeled as a Function of fCO2 and pH
	Figure 2.3.7-33. AmOHCO3 Solubility Modeled as a Function of fCO2 and pH
	Figure 2.3.7-34. ThO2(am) Solubility at log(fCO2) = -3.0 as a Function of pH and F- Concentration
	Figure 2.3.7-35. Comparison of the Theoretical (Atmospheric) fCO2, PuO2 (hyd, aged) Model with Plutonium Solubility Measurements
	Figure 2.3.7-36. Eh-pH Measurements at Yucca Mountain Compared Against Theoretically Calculated Eh-pH Relationships
	Figure 2.3.7-37. Comparison of Experimental Data with the Predictions of the Plutonium-Solubility Using Equation 2.3.7-11 to Calculate Eh
	Figure 2.3.7-38. Comparison of the PuO2 (hyd,aged) Model with Spent Fuel Leaching Measurements
	Figure 2.3.7-39. Comparison of Neptunium-Solubility Models at log fCO2 = -3.5 bars with Laboratory Measurements
	Figure 2.3.7-40. Plot showing the Derjaguin, Landau, Verwey, and Overbeek Model-Calculated Stability of Montmorillonite Colloids at W = 10 with a Quadratic Fit to the Model and Experimental Values
	Figure 2.3.7-41. Radionuclide Sorption Distribution Coefficients on Montmorillonite (a) and Uranophane (b)
	Figure 2.3.7-42. Radionuclide Sorption Distribution Coefficients on Montmorillonite (Smectite)
	Figure 2.3.7-43. Calculated Derjaguin, Landau, Verwey, and Overbeek Model-Stability Plots with Polynomial Fit to the Model for ZrO2 Colloids Suspensions at High pH
	Figure 2.3.7-44. Calculated Stability Plots with a Polynomial Fit to the Derjaguin, Landau, Verwey, and Overbeek Model for Uranophane Colloid Suspensions
	Figure 2.3.7-45. Calculated Stability Plot for Hematite with Fits to the Derjaguin, Landau, Verwey, and Overbeek Model at the Low and High pH Regions and Experimental Values from Liang and Morgan (1990, Figure 1, p. 40)
	Figure 2.3.7-46. Iron Oxide Surface Area Distributions
	Figure 2.3.7-47. Computational Grid in the Engineered Barrier System–Unsaturated Zone Interface Model
	Figure 2.3.7-48. EPA Plutonium Soil Kds and Competitive Surface Complexation Model Iron Oxide Kds

	2.3.7.1 Summary and Overview
	2.3.7.2 Summary of FEPs Evaluated in Waste Form Degradation and In-Drift Radionuclide Transport Models
	2.3.7.3 Implementation of Conceptual Models
	2.3.7.3.1 Nominal and Early Failure Scenario Classes
	2.3.7.3.2 Waste Form Degradation and Radionuclide Transport in the Seismic Scenario Class
	2.3.7.3.3 Waste Form Degradation and Radionuclide Transport in the Igneous Scenario

	2.3.7.4 Radionuclide Inventory
	2.3.7.4.1 Conceptual Description
	2.3.7.4.2 Data and Data Uncertainty
	2.3.7.4.3 Abstraction and Results

	2.3.7.5 In-Package Water Chemistry
	2.3.7.5.1 Conceptual Description of the In-Package Water Chemistry
	2.3.7.5.2 Data and Data Uncertainty of the In-Package Water Chemistry
	2.3.7.5.3 Model and Model Uncertainty

	2.3.7.6 Commercial Spent Nuclear Fuel Cladding Degradation
	2.3.7.7 Commercial Spent Nuclear Fuel Degradation
	2.3.7.7.1 Conceptual Description of Commercial Spent Nuclear Fuel Degradation
	2.3.7.7.2 Data and Data Uncertainty
	2.3.7.7.3 Model, Model Uncertainty, Abstraction, and Results

	2.3.7.8 U. S. Department of Energy Spent Nuclear Fuel Degradation
	2.3.7.8.1 Conceptual Description
	2.3.7.8.2 Data and Data Uncertainty
	2.3.7.8.3 Model, Model Uncertainty, Abstraction, and Results

	2.3.7.9 High-Level Radioactive Waste Glass Dissolution
	2.3.7.9.1 Conceptual Description
	2.3.7.9.2 Data and Data Uncertainty
	2.3.7.9.3 Model, Model Uncertainty, Abstraction and Results

	2.3.7.10 Dissolved Radionuclide Concentration Limits
	2.3.7.10.1 Conceptual Description
	2.3.7.10.2 Data and Data Uncertainty
	2.3.7.10.3 Model, Model Uncertainty, Abstraction and Results

	2.3.7.11 Colloidal Radionuclide Availability
	2.3.7.11.1 Conceptual Description
	2.3.7.11.2 Data and Data Uncertainty
	2.3.7.11.3 Model and Model Uncertainty

	2.3.7.12 Engineered Barrier System Flow and Transport Model
	2.3.7.12.1 Conceptual Description
	2.3.7.12.2 Data and Data Uncertainty
	2.3.7.12.3 Model and Model Uncertainty

	2.3.7.13 Conclusions
	2.3.7.13.1 Summary of Significant Processes for EBS Capability
	2.3.7.13.2 Summary of Key Uncertainties Associated with EBS Capability
	2.3.7.13.3 Summary of Key Conservatisms in Models Used to Assess EBS Capability
	2.3.7.13.4 Summary of Consistency Between TSPA Model Abstractions and Process Models
	2.3.7.13.5 Summary of Key Outputs Provided to the TSPA

	2.3.7.14 General References

	2.3.8 Radionuclide Transport in Unsaturated Zone
	CONTENTS
	TABLES
	Table 2.3.8-1. Included Features, Events, and Processes Associated with the Unsaturated Zone Radionuclide Transport Abstraction Model
	Table 2.3.8-2. Sorption Coefficient (Kd) Probability Distributions for Radioisotopes Based on Evaluation of Laboratory Data
	Table 2.3.8-3. Calibrated Flow and Transport Parameters from the Analysis of the Busted Butte Phase 1A Field Test
	Table 2.3.8-4. Calibrated Flow and Transport Parameters from the Analysis of the Busted Butte Phase 1B Field Test
	Table 2.3.8-5. Calibrated Flow and Transport Parameters from the Analysis of the Busted Butte Phase 2C Field Test
	Table 2.3.8-6. Initial Estimated Hydraulic Properties for Alcove 1 Infiltration Test
	Table 2.3.8-7. Calibrated Hydrologic Properties for Infiltration Test Model Based on the Phase I Seepage Rate Data
	Table 2.3.8-8. Calibrated Hydrologic Properties Based on the Phase I and Phase II Seepage Rate Data
	Table 2.3.8-9. Selected Parameter Values for Representative-Case Unsaturated Zone Model

	FIGURES
	Figure 2.3.8-1. Information Flow Supporting Development of the Unsaturated Zone Radionuclide Transport Abstraction at the Data, Process, Abstraction, and TSPA Levels
	Figure 2.3.8-2. Information Transfer among the Principal Model Components of the TSPA Nominal Scenario Class Model
	Figure 2.3.8-3. Processes Affecting Transport of Radionuclides
	Figure 2.3.8-4. Simplified Geologic Map Showing Distribution of Major Lithostratigraphic Units in the Yucca Mountain Site Area and Vicinity
	Figure 2.3.8-5. Flow Patterns within and near a Perched Water Body and the Associated Fault-Dominated Flow
	Figure 2.3.8-6. Map Showing Repository Area Boreholes, the Exploratory Studies Facility, and the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 2.3.8-7. Map Showing Locations of Testing Alcoves and Niches in the Exploratory Studies Facility and the Enhanced Characterization of the Repository Block Cross-Drift
	Figure 2.3.8-8. Neptunium Sorption Coefficient Kd on Devitrified Tuff in J-13 and Synthetic UE-25 p#1 Waters versus Solution pH in Sorption and Desorption Experiments
	Figure 2.3.8-9. Schematic Layout of Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-10. Geologic Unit Contact and Borehole Locations in Phase 1A of Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-11. Fluorescein Plume at Each of Four Successively Deeper Mineback Faces at Borehole 3 in Phase 1A of Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-12. Schematic Layout of Geologic Unit Contacts and Borehole Locations in Phases 1B and 2 of Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-13. Bromide-Relative Concentrations in Borehole 6 in Phase 1B of Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-14. 2,6-Difluorobenzoic Acid–Relative Concentrations in Borehole 6 in Phase 1B of Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-15. Spatial Distributions of Bromide-Relative Concentrations in Sampling Borehole 16 at Different Times during Phase 2C of Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-16. Spatial Distributions of Lithium-Relative Concentrations in Sampling Borehole 16 at Different Times during Phase 2C of Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-17. Test Bed for the Alcove 8–Niche 3 Tests
	Figure 2.3.8-18. Schematic Illustration of the (a) Infiltration Zones along the Floor of Alcove 8 and (b) Seepage Water Collection in Niche 3
	Figure 2.3.8-19. Total Percolation Rate During the Alcove 8–Niche 3 Fault Test, Obtained by Summing the Daily Average Percolation Rates into the Four Trenches
	Figure 2.3.8-20. Bromide Concentration and Water Seepage Rates Plotted against Time into Niche 3, Measured for 45 Days after First Observations of Drips in Tray 6 in the Alcove 8–Niche 3 Test
	Figure 2.3.8-21. Relative Concentrations of Tracers Measured in Seepage in Niche 3 in the Alcove 8–Niche 3 Test
	Figure 2.3.8-22. Total Flow Rate into the Alcove 8 Large Plot as a Function of Time
	Figure 2.3.8-23. Total Seepage Rate into Niche 3 as a Function of Time for the Large Plot Test
	Figure 2.3.8-24. Comparison of Dual-k, MINC, and Particle Tracking Breakthrough Predictions for an Instantaneous Release of a Conservative Tracer at a Two-Dimensional Vertical Cross Section of the Unsaturated Zone
	Figure 2.3.8-25. Repository Nodes Colored by Percolation Bin for the Flow Field Based on the Glacial-Transition, 10th percentile Infiltration Map
	Figure 2.3.8-26. Numerical Calculation of the Distribution of Fluorescein Relative Concentrations Using Calibrated Parameters in Phase 1A of the Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-27. Field Measurements and Numerical Prediction of the Distribution of Bromide-Relative Concentrations in Phase 1A of the Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-28. Observed and Numerically Predicted (Calibrated) Breakthrough Curves of 2,6-Difluorobenzoic Acid in Phase 1B of the Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-29. Observed and Numerically Predicted (at Verification) Breakthrough Curves of Bromide in Phase 1B of the Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-30. Observed and Calculated Relative Lithium Concentrations as a Function of Distance from Face of Collection Borehole 16 in Phase 2C of the Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-31. Observed and Predicted Relative Bromide Concentrations as a Function of Distance from Face of Collection Borehole 16 in Phase 2C of the Busted Butte Unsaturated Zone Transport Test
	Figure 2.3.8-32. Comparisons between Calculated Breakthrough Curves at the Niche for Two Different Fault–Matrix Interface Areas and the Observed Data in the Alcove 8–Niche 3 Test
	Figure 2.3.8-33. Comparison of Model Calibration using the Seepage Rate Data from Phase I (Alcove 1, early time data) and Model Prediction Compared to Phase II (Alcove 1, late time data)
	Figure 2.3.8-34. Comparison Between the Observed Tracer Concentrations and Modeling Results with Adjusted Fracture–Matrix Interface Area in the Alcove 1 Test
	Figure 2.3.8-35. Comparison Between Model Predictions of Bromide Tracer Transport and Observations in the Alcove 1 Test
	Figure 2.3.8-36. Contour Maps of (a) the Minimum Travel Time, (b) the Mean Travel Time, and (c) the Maximum Travel Time for Particles Released at All Repository Nodes Using the Glacial-Transition, 10th Percentile Infiltration Map, and Conservative Sp...
	Figure 2.3.8-37. Comparison of Particle Release Locations (left) and Exit Locations in Terms of Percolation Bin Assignment (middle) or Mean Travel Time (right) for Flow Fields Developed Using the Glacial-Transition, 10th Percentile Infiltration Map
	Figure 2.3.8-38. Effect of Varying Diffusion Coefficients (D0) on the Cumulative Breakthrough of the 99Tc Normalized Mass Fraction
	Figure 2.3.8-39. Normalized Release at the Water Table of the Colloid Mass Flux for Several Colloid Sizes for the Case of No Declogging Following Attachment
	Figure 2.3.8-40. Unsaturated Zone Radionuclide Transport Abstraction Model Results for Normalized Mass Flux at the Water Table for 99Tc, for Different Values of the Active Fracture Model g Parameter
	Figure 2.3.8-41. Effect of Varying Sorption Coefficients (Kd) on the Cumulative Breakthrough of the 237Np Normalized Mass Fraction
	Figure 2.3.8-42. Comparison of the Bin-Averaged Log Travel Time for Particles Released at All Repository Nodes for Three Climate Conditions (a) Present-Day, (b) Monsoon, and (c) Glacial-Transition and Four Infiltration Maps, and Conservative Species ...
	Figure 2.3.8-43. Normalized Cumulative Breakthrough Curves of 14 Radionuclides with Simple Decay the Flow Field Developed Using the Glacial Transition 10th Percentile Infiltration Map and Representative Parameter Values
	Figure 2.3.8-44. Normalized Cumulative Breakthrough Curves of Neptunium Series, for the Flow Field Developed Using the Glacial-Transition, 10th Percentile Infiltration Map and Representative Parameter Values
	Figure 2.3.8-45. Normalized Cumulative Breakthrough Curves of Thorium Series (Top) and a Portion of the Uranium Series (Bottom), for the Flow Field Developed Using the Glacial-Transition, 10th Percentile Infiltration Map and Representative Parameter ...
	Figure 2.3.8-46. Normalized Cumulative Breakthrough Curves of Actinium Series, for the Flow Field Developed Using the Glacial-Transition, 10th Percentile Infiltration Map and Representative Parameter Values
	Figure 2.3.8-47. Normalized Cumulative Breakthrough Curves of Uranium Series, for the Flow Field Developed Using the Glacial-Transition, 10th Percentile Infiltration Map and Representative Parameter Values
	Figure 2.3.8-48. Normalized Cumulative Breakthrough Curves of Six Irreversible Fast Colloids and SIx Irreversible Slow Colloids for the Flow Field Developed Using the Glacial Transition 10th Percentile Infiltration Map and Representative Parameter Value
	Figure 2.3.8-49. Comparison of Normalized Cumulative Breakthrough Curves of 99Tc for Particles Released at Fracture Node or Matrix Node for the Flow Field Developed Using the Glacial Transition, 10th Percentile Infiltration Map, Representative Parame...
	Figure 2.3.8-50. Comparison of Mean Travel Time of 99Tc as a Function of Matrix Diffusion Coefficient under Glacial Transition Climate Conditions for the dual-k Model
	Figure 2.3.8-51. Mean Travel Time of 237Np as a Function of Matrix Diffusion Coefficient and Sorption Coefficient for the Glacial Transition Climate Condition, dual-k Model, and Northern Release Location
	Figure 2.3.8-52. Mean Travel Time of 237Np as a Function of Matrix Diffusion Coefficient and Sorption Coefficient for the Glacial Transition Climate Condition, dual-k Model, and Southern Release Location
	Figure 2.3.8-53. Mean Travel Time of 240Pu as a Function of Matrix Diffusion Coefficient and Sorption Coefficient for the Glacial-Transition Climate Condition, dual-k Model, and Northern Release Location
	Figure 2.3.8-54. Mean Travel Time of 240Pu as a Function of Matrix Diffusion Coefficient and Sorption Coefficient for the Glacial Transition Climate Condition, dual-k Model, and Southern Release Location
	Figure 2.3.8-55. Normalized 240Pu Concentration (Decay Fraction, Computed from Travel Time Distributions) as a Function of Matrix Diffusion Coefficient and Sorption Coefficient for the Glacial-Transition Climate Conditions, dual-k Model, Northern Rel...
	Figure 2.3.8-56. Normalized 240Pu Concentration (Decay Fraction, Computed from Travel Time Distributions) as a Function of Matrix Diffusion Coefficient and Sorption Coefficient for the Glacial Transition Climate Condition, dual-k Model, Southern Rele...
	Figure 2.3.8-57. Normalized Concentration of Ic240Pu (Decay Fraction, Computed from Travel Time Distributions) as a Function of Colloid Retardation Factor for the Glacial Transition Climate Condition
	Figure 2.3.8-58. Unsaturated Zone Radionuclide Transport Abstraction Model Results for Normalized Mass Flux at the Water Table for Different Species of 242Pu, for ±1s from the Base Case of the Values for Permeabilities of the Matrix Continuum
	Figure 2.3.8-59. Unsaturated Zone Radionuclide Transport Abstraction Model Results for Normalized Mass Flux at the Water Table for 99Tc and 242Pu for 10- and 100-fold Increases in the Effective Surface Area for Diffusion
	Figure 2.3.8-60. Unsaturated Zone Radionuclide Transport Abstraction Model Results for Normalized Mass Flux at the Water Table for 99Tc for Different Values of the Active Fracture Model g Parameter and Different Fracture–Matrix Diffusion Conceptual...
	Figure 2.3.8-61. Unsaturated Zone Radionuclide Transport Abstraction Model Results for Normalized Mass Flux at the Water Table for 242Pu for Different Values of the Active Fracture Model g Parameter and Different Fracture–Matrix Diffusion Conceptua...
	Figure 2.3.8-62. Normalized 240Pu Concentration (Decay Fraction, Computed from Travel Time Distributions) as a Function of Matrix Diffusion Coefficient and Sorption Coefficient for the Glacial-Transition Climate Condition, Discrete Fracture Model, No...
	Figure 2.3.8-63. These results are for comparison purposes only. Comparison of 99Tc Breakthrough Curves for the Unsaturated Zone Transport Process Model (T2R3D) and the Unsaturated Zone Radionuclide Transport Abstraction Model (FEHM) Simulations for ...

	2.3.8.1 Summary and Overview
	2.3.8.2 Conceptual Description of Unsaturated Zone Transport Processes
	2.3.8.2.1 Relationship of Radionuclide Transport to Other Components of the Repository System
	2.3.8.2.2 Conceptual Description of Unsaturated Zone Radionuclide Transport Processes
	2.3.8.2.3 Temperature Effects on Transport Properties

	2.3.8.3 Data and Data Uncertainty
	2.3.8.3.1 Laboratory Sorption Measurements
	2.3.8.3.2 Laboratory Matrix Diffusion Measurements
	2.3.8.3.3 Field Test Observations
	2.3.8.3.4 Colloid Data Sources and Testing
	2.3.8.3.5 Chlorine-36

	2.3.8.4 Model Development
	2.3.8.4.1 Framework for Unsaturated Zone Transport
	2.3.8.4.2 Alternative Conceptual and Numerical Models of Unsaturated Zone Radionuclide Transport
	2.3.8.4.3 Description of the Unsaturated Zone Radionuclide Transport Process Model
	2.3.8.4.4 Building Confidence in the Unsaturated Zone Radionuclide Transport Process Model
	2.3.8.4.5 Impacts of Uncertainties and Variabilities

	2.3.8.5 Model Abstraction
	2.3.8.5.1 Particle-Tracking Methodology
	2.3.8.5.2 Transport Mechanisms and Associated Inputs Required for Model Abstraction
	2.3.8.5.3 Radionuclide Transport under Future Climatic Conditions
	2.3.8.5.4 Comparison of Transport of Radionuclide Species
	2.3.8.5.5 Sensitivity Analyses of the Unsaturated Zone Radionuclide Transport Abstraction Model
	2.3.8.5.6 Building Confidence in the Unsaturated Zone Radionuclide Transport Abstraction Model

	2.3.8.6 Conclusions
	2.3.8.7 General References

	2.3.9 Saturated Zone Flow and Transport
	CONTENTS
	TABLES
	Table 2.3.9-1. Included Saturated Zone Features, Events, and Processes
	Table 2.3.9-2. Specific Discharges and Groundwater Velocities Estimated from the Different Ambient Flow Velocity Analysis Methods as a Function of Assumed Flow Porosity at 19D
	Table 2.3.9-3. Specific Discharges and Groundwater Velocities at 22S Estimated from Different Drift Analysis Methods as a Function of Assumed Flow Porosity
	Table 2.3.9-4. Model/Analyses Inputs Used in the Saturated Zone Flow and Transport Abstraction Model and the Saturated Zone One-Dimensional Transport Model
	Table 2.3.9-5. Comparison of Target and Site-Scale Volumetric/Mass Flow Rates
	Table 2.3.9-6. Summary of Vertical Head Differences Observed at Boreholes in the Vicinity of Yucca Mountain
	Table 2.3.9-7. Compositions of Waters Used in Sorption Experiments
	Table 2.3.9-8. Hydrologic Features in the Site-Scale Saturated Zone Flow Model
	Table 2.3.9-9. Wells Used in Validation of the Site Scale Saturated Zone Model with Observed and Simulated Water Levels
	Table 2.3.9-10. Simulated and Observed Hydraulic Gradient for Identified Wells
	Table 2.3.9-11. Summary of Bases for Regional Flow Paths and Mixing Zones Derived from Geochemistry Observations
	Table 2.3.9-12. Flowing Interval Porosity from Conservative Tracer Tests
	Table 2.3.9-13. Flowing Interval Porosity Values from Multiple Tracer Tests
	Table 2.3.9-14. Recommended Composite Distribution for Kds In Volcanics and Alluvium
	Table 2.3.9-15. Carboxylate-Modified Latex Microsphere Filtration Parameters for Multi-pathway Fits to the Microsphere Response using the Nonreactive Transport Parameters Deduced from the Fits to the Trifluorobenzoic Acid and Bromide Breakthrough Cur...
	Table 2.3.9-16. Radioelements Transported in the Saturated Zone Flow and Transport Abstraction Model
	Table 2.3.9-17. Chemistry and Ages of Groundwater from Seven Boreholes at Yucca Mountain

	FIGURES
	Figure 2.3.9-1. Information Flow Supporting TSPA Saturated Zone Calculations at the Data, Process, Abstraction, and TSPA Levels
	Figure 2.3.9-2. Information Transfer among the Principal Model Components of the TSPA Nominal Scenario Class Model
	Figure 2.3.9-3. Map Showing the Boundaries of Regional and Site-Scale Models
	Figure 2.3.9-4. Map Showing the Locations of Boreholes Used to Characterize Groundwater Flow and Boundary of the Site-Scale Saturated Zone Flow Model
	Figure 2.3.9-5. Simulated Particle Paths for Different Values of Horizontal Anisotropy in Permeability
	Figure 2.3.9-6. Logarithms of Permeabilities Estimated During Model Calibration Compared to Mean Logarithms of Permeability Determined from Pump-Test Data from Yucca Mountain
	Figure 2.3.9-7. Location of the C-Wells, NC-EWDP-22 Wells, and the Alluvial Testing Complex with Designators on all Boreholes
	Figure 2.3.9-8. Surface Trace of Faults in the Yucca Mountain Repository Area
	Figure 2.3.9-9. Fitting the Injection–Pumpback Tracer Tests in Screen 1 of Borehole NC-EWDP-19D1 Using the Linked-Analytical Solutions Method
	Figure 2.3.9-10. Recharge to the Site-Scale Saturated Zone Flow Model
	Figure 2.3.9-11. Site-Scale Potentiometric Surface Assuming Perched Conditions North of Yucca Mountain in the Site-Scale Saturated Zone Model Area
	Figure 2.3.9-12. Saturated Zone Flow Zones
	Figure 2.3.9-13. Contour Plot of Potentiometric Surface (Left Panel) and Hydraulic Heads Simulated by the Site-Scale Saturated Zone Flow Model with Hydraulic Head Residuals at Observation Locations (Right Panel)
	Figure 2.3.9-14. Simulated Groundwater Paths from Beneath the Repository with Hydraulic Heads Simulated with the Site-Scale Saturated Zone Flow Model
	Figure 2.3.9-15. Simulated Groundwater Flow Path Trajectories and Flow Paths Inferred from Geochemistry
	Figure 2.3.9-16. Mass Breakthrough Curves (Upper) and Median Transport Times (Lower) for Carbon, Technetium, Chlorine, and Iodine at the Accessible Environment for the Glacial-Transition Climate
	Figure 2.3.9-17. Cumulative Distribution Function of Uncertainty in Groundwater Specific Discharge Multiplier
	Figure 2.3.9-18. Location of Geochemical Groundwater Types and Regional Flow Paths Inferred from Hydrochemical and Isotopic Data
	Figure 2.3.9-19. Conceptual Model of Radionuclide Transport Processes in the Saturated Zone
	Figure 2.3.9-20. Stratigraphy, Lithology, Matrix Porosity, Fracture Density, and Inflow from Open-Hole Surveys at the C-Wells
	Figure 2.3.9-21. Cumulative Probability Density Function of Flowing Interval Spacing
	Figure 2.3.9-22. Cumulative Probability Density Function of Effective Flow Porosity in Fractured Tuffs at Yucca Mountain
	Figure 2.3.9-23. Normalized Tracer Responses in the Bullfrog Tuff Multiple-Tracer Tests
	Figure 2.3.9-24. Cumulative Probability Distribution for Matrix Diffusion Coefficients Applicable to Fractured Tuffs at Yucca Mountain
	Figure 2.3.9-25. Dispersivity as a Function of Length Scale
	Figure 2.3.9-26. Comparison of Tracer Test Results and Model-Simulated Results at the C-Wells Complex
	Figure 2.3.9-27. Neptunium Sorption Coefficients on Devitrified Tuff versus Experiment Duration for Sorption and Desorption Experiments
	Figure 2.3.9-28. Neptunium Sorption Coefficients on Zeolitic Tuff versus Experiment Duration for Sorption and Desorption Experiments
	Figure 2.3.9-29. Plutonium Sorption Coefficients on Devitrified Tuff versus Experiment Duration for Sorption and Desorption Experiments
	Figure 2.3.9-30. Plutonium Sorption Coefficients on Zeolitic Tuff versus Experiment Duration for Sorption and Desorption Experiments
	Figure 2.3.9-31. Uranium Sorption Coefficients on Devitrified Tuff versus Experiment Duration for Sorption and Desorption Experiments
	Figure 2.3.9-32. Uranium Sorption Coefficients on Zeolitic Tuff as a Function of Experiment Duration
	Figure 2.3.9-33. Sorption of 233U onto Alluvium as a Function of Time from Batch Sorption Tests
	Figure 2.3.9-34. Sorption Coefficients of 237Np and 233U in Alluvium from Batch Sorption Tests
	Figure 2.3.9-35. Sorption of 233U in Borehole NC-EWDP-19D Zone 1 and Zone 4 Waters from Batch Sorption Tests
	Figure 2.3.9-36. Sorption Coefficients of 129I and 99Tc in Alluvium from Laboratory Column Transport Experiments
	Figure 2.3.9-37. Breakthrough Curves and Recoveries of 237Np in Laboratory Column Experiments Conducted at Three Flow Rates Using the Same Alluvium and Water
	Figure 2.3.9-38. Schematic Showing Transport Processes Relevant to Colloid Transport in the Saturated Zone
	Figure 2.3.9-39. Cumulative Probability Distribution of the Log of the Colloid Retardation Factor and a Fit to the Data for Fractured Volcanic Rocks
	Figure 2.3.9-40. Carboxylate-Modified Polystyrene Latex Microsphere and Inorganic Colloid Filtration Rate Constants as a Function of Time to Solute Peak Concentration in Several Field and Laboratory Tracer Tests in Saturated Fractured Media
	Figure 2.3.9-41. Cumulative Probability Distribution of Log of the Colloid Retardation Factor and a Fit to the Data for Alluvium Material
	Figure 2.3.9-42. Simulated Mass Breakthrough Curves for the Median Case (Red Curve) and the High-Permeability-Zone Model (Blue Curve) for a Nonsorbing Radionuclide
	Figure 2.3.9-43. Range of Effective Porosities for Alluvial Materials
	Figure 2.3.9-44. Effective Alluvium Porosity Distribution Used in Site-Scale Saturated Zone Transport Model
	Figure 2.3.9-45. Mass Breakthrough Curves (Upper) and Median Transport Times (Lower) for Neptunium at the Accessible Environment for the Glacial-Transition Climate
	Figure 2.3.9-46. Mass Breakthrough Curves (Upper) and Median Transport Times (Lower) for Plutonium on Reversible Colloids at the Accessible Environment for the Glacial-Transition Climate
	Figure 2.3.9-47. Mass Breakthrough Curves (Upper) and Median Transport Times (Lower) for Plutonium and Americium Irreversibly Attached to Colloids at the Accessible Environment for the Glacial-Transition Climate
	Figure 2.3.9-48. Comparison of Breakthrough Curves for Nonsorbing (Base Case) and Sorbing Cases Predicted by the Site-Scale Saturated Zone Transport Model at the Accessible Environment for Present-Day Climate

	2.3.9.1 Summary and Overview
	2.3.9.2 Saturated Zone Flow System
	2.3.9.2.1 Conceptual Description
	2.3.9.2.2 Data and Data Uncertainty
	2.3.9.2.3 Site-Scale Saturated Zone Flow Model and Model Uncertainty
	2.3.9.2.4 Model Abstraction and Confidence Building

	2.3.9.3 Saturated Zone Radionuclide Transport
	2.3.9.3.1 Conceptual Description
	2.3.9.3.2 Data and Data Uncertainty
	2.3.9.3.3 Site-Scale Saturated Zone Transport Model and Model Uncertainty
	2.3.9.3.4 Model Abstraction and Confidence Building

	2.3.9.4 Conclusions
	2.3.9.5 General References

	2.3.10 Biosphere Transport and Exposure
	CONTENTS
	TABLES
	Table 2.3.10-1. Biosphere-Related Features, Events, and Processes Included in the Total System Performance Assessment
	Table 2.3.10-2. Transport Pathways Explicitly Included in the Groundwater and Volcanic Ash Exposure Scenarios
	Table 2.3.10-3. Exposure Pathways for the Groundwater Exposure Scenario
	Table 2.3.10-4. Exposure Pathways for the Volcanic Ash Exposure Scenario
	Table 2.3.10-5. Radionuclides of Interest and Their Decay Products
	Table 2.3.10-6. Dose Coefficients and Effective Dose Coefficients for Exposure to Soil Contaminated to an Infinite Depth
	Table 2.3.10-7. Dose Coefficients and Effective Dose Coefficients for Exposure to Contaminated Ground Surface
	Table 2.3.10-8. Dose Coefficients and Effective Dose Coefficients for Inhalation
	Table 2.3.10-9. Dose Coefficients and Effective Dose Coefficients for Ingestion
	Table 2.3.10-10. Summary of Biosphere Model Input Parameters
	Table 2.3.10-11. Average Percent Contribution of Exposure Pathways to Groundwater Biosphere Dose Conversion Factors
	Table 2.3.10-12. Summary Statistics for the Groundwater Biosphere Dose Conversion Factors (Sv/yr per Bq/m3)
	Table 2.3.10-13. Rank Correlation Coefficients for Biosphere Model Input Parameters and Groundwater Biosphere Dose Conversion Factors for the Present-Day Climate
	Table 2.3.10-14. Components of Volcanic Biosphere Dose Conversion Factors, Average Values
	Table 2.3.10-15. Average Percent Exposure Pathway Contributions to the Annual Dose for the Volcanic Ash Exposure Scenario Assuming Uniform Radionuclide Concentration in Surface Soil
	Table 2.3.10-16. Rank Correlation Coefficients for Biosphere Model Input Parameters and the Volcanic Ash Scenario Biosphere Dose Conversion Factor Component for External Exposure, Ingestion, and Inhalation of Radon Decay Products
	Table 2.3.10-17. Rank Correlation Coefficients for the Input Parameters and Inhalation BDCF Components

	FIGURES
	Figure 2.3.10-1. Information Flow Showing Data, Process Level, and Biosphere Dose Conversion Factors Used in the TSPA Model
	Figure 2.3.10-2. Information Transfer among the Principal Model Components of the TSPA Nominal Scenario Class Model
	Figure 2.3.10-3. Information Transfer between the Principal Model Components of the TSPA Volcanic Eruption Modeling Case
	Figure 2.3.10-4. Locations of Occupied Residences in the Yucca Mountain Region (2003)
	Figure 2.3.10-5. Radionuclide Transfer Interaction Matrix for the Groundwater Exposure Scenario
	Figure 2.3.10-6. Conceptual Representation of the Transport and Exposure Pathways for the Groundwater Exposure Scenario
	Figure 2.3.10-7. Radionuclide Transfer Interaction Matrix for the Volcanic Ash Exposure Scenario
	Figure 2.3.10-8. Conceptual Representation of the Transport and Exposure Pathways for the Volcanic Ash Scenario
	Figure 2.3.10-9. Relationships among Biosphere Submodels for the Groundwater Exposure Scenario
	Figure 2.3.10-10. Relationship Among Biosphere Submodels for the Volcanic Ash Exposure Scenario
	Figure 2.3.10-11. Distributions of Groundwater Exposure Scenario Biosphere Dose Conversion Factors (Present-Day Climate)
	Figure 2.3.10-12. Distributions of the Biosphere Dose Conversion Factor Component for Ingestion, Inhalation of Radon Decay Products, and External Exposure for Volcanic Ash Exposure Scenario
	Figure 2.3.10-13. Distributions of Biosphere Dose Conversion Factor Components for Short-Term Inhalation of Particulate Matter for Volcanic Ash Exposure Scenario
	Figure 2.3.10-14. Distributions of Biosphere Dose Conversion Factor Components for Long-Term Inhalation of Particulate Matter for Volcanic Ash Exposure Scenario

	2.3.10.1 Summary and Overview
	2.3.10.2 Conceptual Model of Biosphere Transport, Receptor, and Receptor Exposure
	2.3.10.2.1 Information Used to Characterize the Reference Biosphere
	2.3.10.2.2 Information Used to Characterize the Reasonably Maximally Exposed Individual
	2.3.10.2.3 Radionuclide Transport and Exposure Pathways
	2.3.10.2.4 Radioactive Decay and Ingrowth in the Biosphere
	2.3.10.2.5 Conceptual Model for the Groundwater Exposure Scenario
	2.3.10.2.6 Conceptual Model for the Volcanic Ash Exposure Scenario

	2.3.10.3 Data and Data Uncertainty
	2.3.10.3.1 Groundwater Exposure Scenario
	2.3.10.3.2 Volcanic Ash Exposure Scenario

	2.3.10.4 Model Uncertainty
	2.3.10.4.1 Conceptual Model Uncertainty
	2.3.10.4.2 Mathematical Model Uncertainty

	2.3.10.5 Abstraction
	2.3.10.5.1 Groundwater Exposure Scenario
	2.3.10.5.2 Volcanic Ash Exposure Scenario

	2.3.10.6 Conclusions
	2.3.10.7 General References

	2.3.11 Igneous Activity
	CONTENTS
	TABLES
	Table 2.3.11-1. Igneous Activity Features Events, and Processes Included in Total System Performance Assessment
	Table 2.3.11-2. Approximate Estimated Volumes and 40Ar/39Ar Ages of Pliocene and Quaternary Volcanoes in the Yucca Mountain Region
	Table 2.3.11-3. Summary of 2005-2006 Drilling Results and Age of Buried Basaltic Rocks
	Table 2.3.11-4. Published Estimates of the Probability of Intersection of the Repository at Yucca Mountain by a Volcanic Event

	FIGURES
	Figure 2.3.11-1. Information Flow Supporting TSPA Igneous Intrusion and Volcanic Eruption Model Cases at the Data, Process, Abstraction, and TSPA Levels
	Figure 2.3.11-2. Distribution of Basalts in Southwest United States
	Figure 2.3.11-3. Distribution of Quaternary, Pliocene and Miocene Basaltic Rocks in the Yucca Mountain Region
	Figure 2.3.11-4. Local Structural Domains and Volcanic-Source Zones of the Yucca Mountain Region
	Figure 2.3.11-5. Schematic Drawing of the Processes Associated with a Hypothetical Dike Intrusion into and Eruption through a Repository
	Figure 2.3.11-6. Cross Section of Basaltic Dike Set and Conduit, with Vent-Filling Facies on South Edge of Basalt Ridge East
	Figure 2.3.11-7. Schematic Illustrating Procedure for Computing the Frequency of Intersection of the Repository by a Dike or Dikes
	Figure 2.3.11-8. Annual Frequency of Intersecting the 2003 Repository Footprint
	Figure 2.3.11-9. Schematic Depicting a Magma-Filled Dike Ascending through the Crust
	Figure 2.3.11-10. Schematic Diagram Showing Configuration of Initial Conditions for Analysis of Magma Blockage and Overpressure
	Figure 2.3.11-11. Example of Dike Swarm Configuration Intersecting Repository Drifts from the Screen Capture of the DIRECT Code
	Figure 2.3.11-12. Number of Waste Packages (a) Hit by a Dike or Dike Swarm in the Igneous Intrusion Modeling Case and (b) Intersected by Conduits in the Volcanic Eruption Modeling Case
	Figure 2.3.11-13. Map Showing the Upper Drainage Basin Domain (Colored by Elevation), the RMEI Location (Pink), and the Hypothetical Vent Location
	Figure 2.3.11-14. Illustration of Eruptive Conduit “Cookie Cutter” Treatment
	Figure 2.3.11-15. Wind-Rose Frequency of Occurrences at 3 to 4 km Above Yucca Mountain
	Figure 2.3.11-16. Schematic Illustration of Tephra Deposit from Example Atmospheric Dispersal Model Realization in Relation to the Fortymile Wash Watershed
	Figure 2.3.11-17. Integrated Waste to the Biosphere Depth in Channels Versus Time for Various Channel Diffusivity Values

	2.3.11.1 Summary and Overview
	2.3.11.2 System Description and Integration
	2.3.11.2.1 Conceptual Model of Igneous Activity
	2.3.11.2.2 Probability of an Igneous Event Intersecting the Repository Footprint
	2.3.11.2.3 Model Integration

	2.3.11.3 Igneous Intrusion Modeling Case
	2.3.11.3.1 Conceptual Model
	2.3.11.3.2 Model and Analysis Descriptions
	2.3.11.3.3 Data Uncertainty
	2.3.11.3.4 Model and Analysis Uncertainty and Alternative Models
	2.3.11.3.5 Igneous Intrusion Model Abstraction

	2.3.11.4 Volcanic Eruption Modeling Case
	2.3.11.4.1 Conceptual Model
	2.3.11.4.2 Model/Analysis Description
	2.3.11.4.3 Data Uncertainty
	2.3.11.4.4 Model and Analysis Uncertainty and Alternative Models
	2.3.11.4.5 Volcanic Eruption Model Abstraction

	2.3.11.5 Summary of Igneous Scenario Class Model Abstraction
	2.3.11.6 Conclusions
	2.3.11.6.1 Igneous Features, Events, and Processes
	2.3.11.6.2 Probability of Future Intersection and Consequences
	2.3.11.6.3 Uncertainties Associated with Igneous Activity
	2.3.11.6.4 Assumptions in Models Used to Assess Igneous Activity
	2.3.11.6.5 Conservatism in Models Used to Assess Igneous Activity
	2.3.11.6.6 Summary of Consistency Between TSPA Model Abstractions and Process Models
	2.3.11.6.7 Summary of Key Output Parameters Provided to TSPA

	2.3.11.7 General References

	2.4 Demonstration of Compliance with the Postclosure Public Health and Environmental Standards
	CONTENTS
	TABLES
	Table 2.4-1. TSPA Model Discretization
	Table 2.4-2. Performance Results for Individual Protection Standard
	Table 2.4-3. Performance Results for Human Intrusion Standard with Drilling Event at 200,000 years After Closure
	Table 2.4-4. Performance Results for Groundwater Protection Standard During First 10,000 Years After Disposal
	Table 2.4-5. Aleatory Uncertainties in the TSPA Model
	Table 2.4-6. Examples of Epistemic Uncertainties in the TSPA Model
	Table 2.4-7. Effect of Combinations of Scenario Classes on Total Mean Annual Dose
	Table 2.4-8. TSPA Model Validation and Confidence-Building Analyses
	Table 2.4-9. Verification of Dynamically-Linked Libraries and Model Abstractions Used in the TSPA Model
	Table 2.4-10. U.S. Department of Energy Spent Nuclear Fuel Categories Analyzed for the TSPA Model
	Table 2.4-11. Summary of Epistemically Uncertain Variables Considered in the TSPA
	Table 2.4-12. Summary of Selected Sensitivity Analysis Results
	Table 2.4-13. Limits on Radionuclides in the Representative Volume
	Table 2.4-14. Conversion Factors (Sv/yr per Bq/m3) for Calculating Annual Beta-Gamma Dose from Drinking 2 Liters of Water per Day
	Table 2.4-15. Data Table Showing Calculation of Mean and Standard Deviation of Gross Alpha Concentration
	Table 2.4-16. Summary of Alpha Concentration Results in Amargosa Valley Groundwater

	FIGURES
	Figure 2.4-1. Schematic Representation of the Development of the TSPA Model, Including the Nominal, Early Failure, Igneous, and Seismic Scenario Classes, as Well as the Human Intrusion Scenario
	Figure 2.4-2. TSPA Principal Model Components and Submodels
	Figure 2.4-3. Schematic of the Five Repository Percolation Subregions and the Implementation of the Engineered Barrier System Representation in the TSPA Model Involving Discretizations of the Submodels by Waste Type, Percolation Subregion, and Seepag...
	Figure 2.4-4. TSPA Model Components for the Early Failure Scenario Case
	Figure 2.4-5. TSPA Model Components for the Igneous Intrusion Modeling Case
	Figure 2.4-6. TSPA Model Components for the Volcanic Eruption Modeling Case
	Figure 2.4-7. TSPA Model Components for the Seismic Scenario Class
	Figure 2.4-8. Computational Strategy for Computing the Expected Annual Dose and Associated Summary Metrics for the 10,000-Year Seismic Ground Motion Modeling Case
	Figure 2.4-9. Computational Strategy for Computing The Total Expected Annual Dose (Expectation Over Aleatory Uncertainty) as a Sum of Expected Annual Doses for Each Event Scenario Class (or Each Modeling Case)
	Figure 2.4-10. Distribution of Total Expected Annual Dose for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-11. Distribution of Expected Annual Dose for the Human Intrusion Modeling Case for the Post-10,000 Year Period after Permanent Closure, with Drilling Intrusion Event at 200,00 Years
	Figure 2.4-12. Activity Concentrations for Total Radium (226Ra and 228Ra) in Groundwater, Excluding Natural Background, for 10,000 Years after Repository Closure
	Figure 2.4-13. Summary Statistics for Activity Concentration of Gross Alpha (Including 226Ra but Excluding Radon and Uranium) in Groundwater for 10,000 Years after Repository Closure
	Figure 2.4-14. Summary Statistics for Annual Drinking Water Doses for Combined Beta and Photon Emitting Radionuclides for 10,000 Years after Repository Closure
	Figure 2.4-15. Sets of Futures or Event Classes Associated with Disruptive Events: Igneous (Red), Seismic (Blue), and Early Failure (Purple) Event Classes
	Figure 2.4-16. Sets of Disjoint Scenario Classes or Subsets Associated with Igneous, Seismic, and Early-Failure Events for the 10,000-Year Postclosure Period: Nominal, Seismic, Igneous, Early-Failure, Seismic/Igneous, Seismic/Early-Failure, Igneous/E...
	Figure 2.4-17. Sets of Disjoint Scenario Classes or Subsets Associated with Igneous, Seismic, and Early-Failure Events for the Post-10,000-Year Period: Nominal-Seismic, Igneous, Early-Failure, and Igneous/Early-Failure Scenario Classes
	Figure 2.4-18. Relative Contributions of Modeling Cases to Total Mean Annual Dose for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-19. Expected Fraction of (a) Codisposal Waste Packages Failed and (b) Commercial SNF Waste Packages Failed by Seismic Damage for Percolation Subregion 3
	Figure 2.4-20. Contribution of Individual Radionuclides to Total Mean Annual Dose for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-21. Radioactive Decay Series of the Actinide Elements
	Figure 2.4-22. (a) Distribution of Expected Annual Dose for the Nominal Modeling Case for 1 Million Years after Repository Closure and (b) Contribution of Individual Radionuclides to Mean Annual Dose for the Nominal Modeling Case for 1 Million Years ...
	Figure 2.4-23. Spatially Averaged Waste Package Outer Barrier Thicknesses for 1 Million Years for (a) Commercial SNF Waste Packages and (b) Codisposal Waste Packages
	Figure 2.4-24. Histogram of Drip Shield Failure for the Nominal and Seismic Ground Motion Modeling Cases
	Figure 2.4-25. Distribution of Expected Annual Dose for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-26. Contribution of Individual Radionuclides to Mean Annual Dose for the Seismic Ground Motion Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-27. Distribution of Expected Annual Dose for the Seismic Fault Displacement Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-28. Contribution of Individual Radionuclides to Mean Annual Dose for the Seismic Fault Displacement Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-29. Distribution of Expected Annual Dose for the Igneous Intrusion Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-30. Contribution of Individual Radionuclides to Mean Annual Dose for the Igneous Intrusion Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-31. Distribution of Expected Annual Dose for the Volcanic Eruption Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-32. Contribution of Individual Radionuclides to Mean Annual Dose for the Volcanic Eruption Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-33. Distribution of Expected Annual Dose for the Drip Shield Early Failure Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-34. Contribution of Individual Radionuclides to Mean Annual Dose for the Drip Shield Early Failure Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-35. Distribution of Expected Annual Dose for the Waste Package Early Failure Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-36. Contribution of Individual Radionuclides to Mean Annual Dose for the Waste Package Early Failure Modeling Case for (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-37. Stability of Nominal Modeling Case: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-38. Uncertainty in Expected Annual Dose for the Nominal Modeling Case Using Latin Hypercube Sampling Sizes of 300 and 1,000
	Figure 2.4-39. Stability of Waste Package Early Failure Modeling Case for 20,000 Years, (a) Comparison of Expected Annual Dose Statistics for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-40. Stability of Waste Package Early Failure Modeling Case for 1 Million Years, (a) Comparison of Expected Annual Dose Statistics for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-41. Stability of Drip Shield Early Failure Modeling Case for 20,000 Years, (a) Comparison of Expected Annual Dose Statistics for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-42. Stability of Drip Shield Early Failure Modeling Case for 1 Million Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-43. Stability of Igneous Intrusion Modeling Case for 20,000 Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-44. Stability of Igneous Intrusion Modeling Case for 1 Million Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-45. Stability of Volcanic Eruption Modeling Case for 20,000 Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-46. Stability of Volcanic Eruption Modeling Case for 1 Million Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-47. Stability of Seismic Ground Motion Modeling Case for 20,000 Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-48. Stability of Seismic Ground Motion Modeling Case for 1 Million Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-49. Stability of Seismic Fault Displacement Modeling Case for 20,000 Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-50. Stability of Seismic Fault Displacement Modeling Case for 1 Million Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-51. Stability of Total Mean Annual Dose 20,000 Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-52. Stability of Total Mean Annual Dose for 1 Million Years: (a) Comparison of Expected Annual Dose for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-53. Stability of Total Mean Annual Dose for 20,000 Years, (a) Using Bootstrap Simulation for TSPA Model v5.000 and (b) Using Bootstrap Simulation for TSPA Model v5.005
	Figure 2.4-54. Stability of Total Mean Annual Dose for 1 Million Years, (a) Using Bootstrap Simulation for TSPA Model v5.000 and (b) Using Bootstrap Simulation for TSPA Model v5.005
	Figure 2.4-55. Expected Annual Dose over 20,000 Years for Seismic Ground Motion Modeling Case Considering Additional Specified Event Times and Damage Fractions
	Figure 2.4-56. Expected Annual Dose for 1 Million Years from Seismic Ground Motion for Aleatory Sample Sizes of 30 and 90
	Figure 2.4-57. Expected Annual Dose over 20,000 Years for the Igneous Intrusion Modeling Case Considering Additional Specified Event Times
	Figure 2.4-58. Expected Annual Dose over 1 Million Years for Igneous Intrusion Modeling Case Considering Additional Specified Event Times
	Figure 2.4-59. Expected Annual Dose over 1 Million Years for Volcanic Eruption Modeling Case Using Aleatory Latin Hypercube Sample Size of 40 and 80
	Figure 2.4-60. Expected Annual Dose for Volcanic Eruption Modeling Case Considering Additional Specified Event Times over (a) 20,000 Years and (b) 1,000 Years
	Figure 2.4-61. Expected Annual Dose over 20,000 Years for Seismic Fault Displacement Modeling Case Considering Additional Specified Event Times and Damage Areas
	Figure 2.4-62. Expected Annual Dose from the 300 Epistemic Uncertainty Vectors along with Their Quantiles and Expected Dose from Epistemic Uncertainty Vector 286 for the Nominal Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-63. Contribution of Individual Radionuclides to Expected Annual Dose for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-64. Number of (a) Codisposal Waste Package Failures and (b) Commercial SNF Waste Package Failures by Percolation Subregion for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-65. Average Failure Area Per Failed Waste Package for (a) Codisposal Waste Packages and (b) Commercial SNF Waste Packages by Percolation Subregion for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Reposit...
	Figure 2.4-66. Release Rates of 129I from the Waste Form, Engineered Barrier System, Unsaturated Zone, and Saturated Zone for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-67. Release Rates of 135Cs from the Waste Form, Engineered Barrier System, Unsaturated Zone, and Saturated Zone for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-68. Release Rates of 242Pu (Dissolved and Reversibly Associated with Colloids) from the Waste Form, Engineered Barrier System, Unsaturated Zone, and Saturated Zone for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Per...
	Figure 2.4-69. Diffusive and Advective Release Rates of 129I from the Codisposal and Commercial SNF Waste Packages for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-70. Diffusive and Advective Release Rates of 242Pu (Dissolved and Reversibly Associated with Colloids) from the Codisposal and Commercial SNF Waste Packages for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period aft...
	Figure 2.4-71. Fraction of 129I Mass Going to Unsaturated Zone Fractures at the Repository Horizon for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-72. Fraction of 242Pu (Dissolved and Reversibly Associated with Colloids) Mass Going to Unsaturated Zone Fractures at the Repository Horizon for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Repository Cl...
	Figure 2.4-73. Mean Annual Dose for Aqueous 242Pu and Slow and Fast Fractions of Irreversibly Sorbed Colloidal 242Pu for Realization 286 of the Nominal Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-74. Expected Annual Dose from the 300 Epistemic Uncertainty Vectors Along With Their Quantiles and Expected Dose from Epistemic Uncertainty Vector 155 for the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository ...
	Figure 2.4-75. Annual Dose from the Set of Aleatory Vectors Associated with the Epistemic Vector 155 for the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-76. Annual Dose along with Major Radionuclide Dose Contributors for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-77. Codisposal Waste Package Failure History in all Five Percolation Subregions for Both Seeping and Nonseeping Environments for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-78. Diffusive Release Rates of 99Tc from Codisposal Waste Packages from Each Percolation Subregion for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-79. Diffusive Release Rates of: 79Se from Codisposal Waste Packages from Each Percolation Subregion for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-80. Mass flux of 99Tc and from the EBS for Percolation Subregion 3 for both Seeping and Nonseeping Environments for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-81. Comparison of Dissolved Concentration of 99Tc from the Various Engineered Barrier System Transport Domains and Fraction of HLW Degraded for Codisposal Percolation Subregion 3, Nonseeping Environment for Realization 4,628 of the Seismic...
	Figure 2.4-82. Comparison of Diffusive Releases of 99Tc from the Various Engineered Barrier System Transport Domains for Codisposal Percolation Subregion 3, Nonseeping Environment for Realization 4,628 of the Seismic Ground Motion Modeling Case for t...
	Figure 2.4-83. Fraction of 99Tc Mass Going to Unsaturated Zone Fractures as Compared to the Unsaturated Zone Matrix at the Repository Horizon for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository...
	Figure 2.4-84. Fraction of 79Se Mass Going to Unsaturated Zone Fractures as Compared to the Unsaturated Zone Matrix at the Repository Horizon for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository...
	Figure 2.4-85. Cumulative Release of 99Tc from Various Model Domains for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-86. Cumulative Release of 79Se from Various Model Domains for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-87. Comparison of Saturated Zone Breakthrough Curves for 99Tc and 79Se for All Four Saturated Zone Regions for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-88. Saturated Zone Release to the Biosphere for 99Tc and 79Se for Realization 4,628 of the Seismic Ground Motion Modeling Case for the 10,000-Year Period after Repository Closure
	Figure 2.4-89. Expected Annual Dose from the 300 Epistemic Uncertainty Vectors Along with Their Quantiles, and Expected Dose from Epistemic Uncertainty Vector #155, for the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repos...
	Figure 2.4-90. Annual Dose from the 30 Aleatory Vectors (Seismic Event Sequences) Associated with the Epistemic Uncertainty Vector 155 for the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-91. Total Annual Dose along with Major Radionuclide Dose Contributors for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-92. Number of Seismic Events and the Peak Ground Velocity Time History for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-93. Failure Fraction for the Drip Shield Plate and Framework and the Fraction of the Collapsed Drift Filled with Rubble (Lithophysal Zone) for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after...
	Figure 2.4-94. Codisposal Waste Package Failure for Each Percolation Subregions for Both Seeping and Nonseeping Environments for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-95. Commercial SNF Waste Package Failure for Each Percolation Subregion for Both Seeping and Nonseeping Environments for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-96. Codisposal Waste Package Opening Area after Failure from Cracks and Patches for Percolation Subregion 3 for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-97. Commercial SNF Waste Package Opening Area after Failure from Cracks and Patches for Percolation Subregion 3 for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-98. Mean Waste Package Outer Barrier Thicknesses and Waste Package Failure Fractions for Percolation Subregion 3 for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-99. Diffusive Release Rates of: (a) 99Tc and (b) 242Pu (Dissolved and Reversibly Associated with Colloids) from Codisposal Waste Packages from each Percolation Subregion for Realization 4,641 of the Seismic Ground Motion Modeling Case for ...
	Figure 2.4-100. Dissolved Concentration of 242Pu in the Corrosion Products Domain Compared to the Sorbed Concentration on Corrosion Products for Codisposal Waste Packages in Percolation Subregion 3 Seeping Environment for Realization 4,641 of the Sei...
	Figure 2.4-101. Diffusive Release Rates of: (a) 99Tc and (b) 242Pu (Dissolved and Reversibly Associated with Colloids) from Commercial SNF Waste Packages from Each Percolation Subregion for Realization 4,641 of the Seismic Ground Motion Modeling Case...
	Figure 2.4-102. Comparison of 242Pu Cumulative Mass Released from the Inventory, Mass Sorbed on Corrosion Products, and the Dissolved Concentration in the Corrosion Products Domain for Commercial SNF Waste Packages in Percolation Subregion 3 Seeping ...
	Figure 2.4-103. pH and Ionic Strength Profiles in the Corrosion Products Domain for Commercial SNF Waste Packages in Percolation Subregion 3 Seeping Environment for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year P...
	Figure 2.4-104. Concentration of 242Pu in the Corrosion Products Domain for Commercial SNF and Codisposal Waste Packages for Percolation Subregion 3, Seeping Environment for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Milli...
	Figure 2.4-105. Concentration of Various Colloids in the Corrosion Products Domain for Commercial SNF and Codisposal Waste Packages for Percolation Subregion 3, Seeping Environment for Realization 4,641 of the Seismic Ground Motion Modeling Case for ...
	Figure 2.4-106. Engineered Barrier System Release Rates from Commercial SNF and Codisposal Waste Packages (All Percolation Subregions) for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closur
	Figure 2.4-107. Fraction of 242Pu Mass Going into Unsaturated Zone Fractures at the Repository Horizon for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-108. Cumulative Mass Release of 99Tc and 242Pu from the Engineered Barrier System, Unsaturated Zone, and Saturated Zone for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-109. Comparison of Saturated Zone Breakthrough Curves for 99Tc and 242Pu for All Four Saturated Zone Source Regions for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-110. Saturated Zone Release to the Biosphere for 99Tc and 242Pu for Realization 4,641 of the Seismic Ground Motion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-111. Comparison of Statistics for Total Expected Annual Dose over between TSPA Model v5.000 and TSPA Model v5.005 (a) 20,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-112. Information Transfer between Model Components and Submodels of the TSPA Nominal Scenario Class
	Figure 2.4-113. Repository Percolation Subregions Used in the TSPA Model (Based upon the 10th Percentile Percolation Flux Case, Glacial-Transition Climate)
	Figure 2.4-114. Information Transfer between the Model Components and Submodels of the TSPA Early Failure Scenario Class
	Figure 2.4-115. Information Transfer between the Model Components and Submodels of the TSPA Igneous Intrusion Modeling Case
	Figure 2.4-116. Information Transfer between the Model Components and Submodels of the TSPA Volcanic Eruption Modeling Case
	Figure 2.4-117. Information Transfer between the Model Components and Submodels of the TSPA Seismic Scenario Class
	Figure 2.4-118. Comparison of the 237Np Breakthrough Curve Using the SZ_Convolute Dynamic Link Library in the Verification of the Three-Dimensional Saturated Zone Flow and Transport Abstraction
	Figure 2.4-119. Verification of the Dissolved and Colloidal Radionuclide Transport within the Engineered Barrier System Transport Submodel for the Case with Advection and Diffusion
	Figure 2.4-120. Verification of the Dissolve and Colloidal Radionuclide Transport within the Engineered Barrier System Transport Submodel for the Case with Diffusion Only
	Figure 2.4-121. Comparison of the Diffusive Flux of 99Tc across the Engineered Barrier System–Unsaturated Zone Interface for Different Placement Locations of an Effective Zero-Concentration Boundary below the Invert
	Figure 2.4-122. Expected Annual Dose from Early Failed Waste Packages for Base-Case and 20-Year Timestep Schemes
	Figure 2.4-123. Expected Annual Dose from Igneous Intrusion for Base-Case and Alternate Timestep Schemes, for Five Epistemic Realizations
	Figure 2.4-124. Annual Dose from a Seismic Ground Motion Event at 1,000 Years with Damage Fraction Equal to 10-6, for Three Timestep Schemes
	Figure 2.4-125. Comparison of the Representative and Comprehensive Thermal Hydrologic Data Sets for Engineered Barrier System Releases of 99Tc, 129I, and 239Pu for the Drip Shield Early Failure Modeling Case, 10th Percentile Infiltration Scenario, Lo...
	Figure 2.4-126. Comparison of the Representative and Comprehensive Thermal Hydrologic Data Sets for Time when the Commercial SNF Waste Package Temperature Drops Below Boiling for the Drip Shield Early Failure Modeling Case, 10th Percentile Percolatio...
	Figure 2.4-127. Comparison of Mean Annual Dose for a Single Commercial SNF Waste Package and a Single Waste Package with a Naval Source Term for the Drip Shield Early Failure Modeling Case
	Figure 2.4-128. Comparison of Mean Annual Dose for a Single Commercial SNF Waste Package and Single Waste Package with a Naval Source Term for the Igneous Intrusion Modeling Case
	Figure 2.4-129. Comparison of the Weighted Sum (Weighted by the Number of Packages per Category) of the Dose from One Waste Package Failure of Categories 2 to 11 DOE SNF with One Waste Package Failure of DOE SNF Surrogate and Revision 1 DOE SNF Surrogat
	Figure 2.4-130. Comparison of Spent Fuel Degradation Rates for Categories 2 to 11, Air Alteration Rates for Categories 5 and 7, and Category 7 Bounding Surface Area of DOE SNF
	Figure 2.4-131. (a) Total Mean Annual Dose and Mean Annual Dose for Individual Radionuclides for the Simplified TSPA Analysis Waste Package Early Failure Modeling Case and (b) Time-Slice Comparison of the Simplified TSPA Analysis Results against the ...
	Figure 2.4-132. (a) Total Mean Annual Dose and Mean Annual Dose for Individual Radionuclides for the Simplified TSPA Analysis Nominal Modeling Case and (b) Time-Slice Comparison of the Simplified TSPA Analysis Results against the TSPA Model Results f...
	Figure 2.4-133. Comparison of (a) the EPRI Performance Assessment Waste Package and Drip Shield Probability of Failure with (b) the TSPA Nominal Scenario Class Waste Package and Drip Shield Probability of Failure
	Figure 2.4-134. Comparison of (a) the Mean Annual Doses for the EPRI Performance Assessment Nominal Scenario with (b) the Mean Annual Doses for the Combined TSPA Nominal Modeling Case and TSPA Waste Package Early Failure Modeling Case
	Figure 2.4-135. Comparison of Total Mean Annual Dose for TSPA Model Version 5.000, Version 5.005, and the Performance Margin Analysis for: (a) 10,000 Years and (b) 1 Million Years after Repository Closure
	Figure 2.4-136. Comparison of Ash Fall at Cerro Negro with ASHPLUME Simulated Results
	Figure 2.4-137. Illustration of Uncertainty and Sensitivity Analysis Results for Time-Dependent Number of Failed Commercial SNF Waste Packages in Percolation Subregion 3 for the Nominal Modeling Case: (a) NCSFL for All (i.e., 300) Sample Elements, (b...
	Figure 2.4-138. Dose to RMEI (DOSTOT, mrem/yr) for All Radioactive Species for the Nominal Modeling Case: (a) DOSTOT for All (i.e., 300) Sample Elements, (b) DOSTOT for First 50 Sample Elements, and (c) Partial Rank Correlation Coefficients for DOSTOT
	Figure 2.4-139. Stepwise Rank Regression Analyses and Selected Scatterplots for Dose to RMEI (DOSTOT, mrem/yr) for All Radioactive Species for the Nominal Modeling Case: (a) Regressions for DOSTOT at 400,000, 600,000, and 800,000 Years, and (b, c, d,...
	Figure 2.4-140. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 20,000 Year] for All Radioactive Species for the Early Drip Shield Failure Modeling Case: (a) EXPDOSE for All (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements, and...
	Figure 2.4-141. Stepwise Rank Regression Analyses and Selected Scatterplots and Boxplots for Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 20,000 Year] for All Radioactive Species for the Early Drip Shield Failure Modeling Case: (a) Regressions f...
	Figure 2.4-142. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 1,000,000 Year] for All Radioactive Species for the Early Drip Shield Failure Modeling Case: (a) EXPDOSE for all (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements, ...
	Figure 2.4-143. Stepwise Rank Regression Analyses and Selected Scatterplots and Boxplots for Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 1,000,000 Year] for All Radioactive Species for the Early Drip Shield Failure Modeling Case: (a) Regression...
	Figure 2.4-144. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 20,000 Year] for All Radioactive Species for the Early Waste Package Failure Modeling Case: (a) EXPDOSE for All (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements, a...
	Figure 2.4-145. Stepwise Rank Regression Analyses and Selected Scatterplots and Boxplots for Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 20,000 Year] for All Radioactive Species for the Early Waste Package Failure Modeling Case: (a) Regressions...
	Figure 2.4-146. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 1,000,000 Year] for All Radioactive Species for the Early Waste Package Failure Modeling Case: (a) EXPDOSE for All (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements...
	Figure 2.4-147. Stepwise Rank Regression Analyses and Selected Scatterplots and Boxplots for Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 1,000,000 Year] for All Radioactive species for the Early Waste Package Failure Modeling Case: (a) Regressi...
	Figure 2.4-148. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 20,000 Year] for All Radioactive Species for the Seismic Ground Motion Modeling Case: (a) EXPDOSE for All (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements, and (c)...
	Figure 2.4-149. Stepwise Rank Regression Analyses and Selected Scatterplots for Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 20,000 Year] for All Radioactive Species for the Seismic Ground Motion Modeling Case: (a) Regressions for EXPDOSE at 300...
	Figure 2.4-150. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 1,000,000 Year] for All Radioactive Species for the Seismic Ground Motion Modeling Case: (a) EXPDOSE for All (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements, and ...
	Figure 2.4-151. Stepwise Rank Regression Analyses and Selected Scatterplots for Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 1,000,000 Year] for All Radioactive Species for the Seismic Ground Motion Modeling Case: (a) Regressions for EXPDOSE at ...
	Figure 2.4-152. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 20,000 Year] for All Radioactive Species Summed over All Modeling Cases: (a) EXPDOSE for All (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements, and (c) Partial Rank...
	Figure 2.4-153. Stepwise Rank Regression Analyses and Selected Scatterplots for Expected Dose to the RMEI (EXPDOSE, mrem/yr) over [0, 20,000 Year] for All Radioactive Species Summed over All Modeling Cases: (a) Regressions for EXPDOSE at 3,000, 5,000...
	Figure 2.4-154. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 1,000,000 Year] for All Radioactive Species Summed over All Modeling Cases: (a) EXPDOSE for All (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements, and (c) Partial R...
	Figure 2.4-155. Stepwise Rank Regression Analyses and Selected Scatterplots for Expected Dose to RMEI (EXPDOSE, mrem/yr) over [0, 1,000,000 Year] for all Radioactive Species Summed over All Modeling Cases: (a) Regressions for EXPDOSE at 50,000, 200,0...
	Figure 2.4-156. Example of a Latin Hypercube Sampling of Size NLHS = 10 from Variables U and V with U Normal on [-1, 1] (Mean = 0, 0.01 Quantile = -1, 0.99 Quantile = 1) and V Triangular on [0, 4] (Mode = 1)
	Figure 2.4-157. TSPA Model Components for the Human Intrusion Modeling Case
	Figure 2.4-158. Information Transfer between the Model Components and Submodels of the TSPA Human Intrusion Scenario
	Figure 2.4-159. Contribution of Individual Radionuclides to Mean Annual Dose for the Human Intrusion Modeling Case for the Post-10,000 Year Period after Permanent Closure, with Drilling Intrusion Event at 200,000 Years
	Figure 2.4-160. Stability of Human Intrusion Modeling Case for 1 Million Years, (a) Comparison of Expected Annual Dose Statistics for Three Replicates and (b) Confidence Interval around Mean Annual Dose
	Figure 2.4-161. Expected Annual Dose over 1 Million Years for the Human Intrusion Modeling Case Considering Increased Aleatory Sample Size
	Figure 2.4-162. Expected Annual Dose from the 300 Epistemic Uncertainty Vectors along with Their Quantiles and Expected Dose from Epistemic Uncertainty Vector 277 for the Human Intrusion Modeling Case for the 1-Million-Year Period after Repository Cl...
	Figure 2.4-163. Annual Dose from the 30 Aleatory Vectors Associated with the Epistemic Vector 277 for the Human Intrusion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-164. Annual Dose along with Major Radionuclide Dose Contributors for Realization 8,309 of the Human Intrusion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-165. Commercial SNF Waste Package Failure along with the Cumulative Release of 99Tc and 242Pu from the Inventory for Percolation Subregion 4 for Realization 8,309 of the Human Intrusion Modeling Case for the 1-Million-Year Period after Rep...
	Figure 2.4-166. Advective and Diffusive Release Rates of 99Tc from Waste Form and Corrosion Products Domain for Failed Commercial SNF Waste Packages for Realization 8,309 of the Human Intrusion Modeling Case for the 1-Million-Year Period after Reposi...
	Figure 2.4-167. Advective and Diffusive Release Rates of 242Pu (Aqueous) from Waste Form and Corrosion Products Domain and 242Pu (Irreversibly Sorbed on Iron Oxyhydroxide Colloids) from Corrosion Products Domain for Failed Commercial SNF Waste Packag...
	Figure 2.4-168. Dissolved Concentration of 242Pu in the Waste Form and Corrosion Products Domains, the Plutonium Solubility in Respective Domains, and Concentration of 242Pu Irreversibly Sorbed on Iron Oxyhydroxide Colloids for Realization 8,309 of t...
	Figure 2.4-169. Comparison of 99Tc Release from Waste Package, Unsaturated Zone Borehole, and Saturated Zone for Realization 8,309 of the Human Intrusion Modeling Case for the 1-Million-Year Period after Repository Closure
	Figure 2.4-170. Comparison of 242Pu (Dissolved and Reversibly Associated with Colloids) Release from Waste Package, Unsaturated Zone Borehole, and Saturated Zone for Realization 8,309 of the Human Intrusion Modeling Case for the 1-Million-Year Period...
	Figure 2.4-171. Cumulative Release Comparison of 99Tc, 242Pu (Aqueous), and 242Pu (Irreversibly Sorbed on Colloids) from Waste Package, Unsaturated Zone Borehole, and Saturated Zone for Realization 8,309 of the Human Intrusion Modeling Case for the 1...
	Figure 2.4-172. Saturated Zone Release Rates to the Biosphere for 99Tc, 242Pu (Aqueous), 242Pu (Irreversibly Sorbed on Colloids that Travel Slowly due to Retardation), and 242Pu (Irreversibly Sorbed on Colloids that Travel Fast Due to No Retardation)...
	Figure 2.4-173. Expected Dose to the RMEI (EXPDOSE, mrem) over [200,000, 220,000 Year] Resulting from a Human Intrusion Event at 200,000 Years: (a) EXPDOSE for all (i.e., 300) sample elements, (b) EXPDOSE for First 50 Sample Elements, and (c) Partial...
	Figure 2.4-174. Stepwise Rank Regression Analyses and Selected Scatterplots for Expected Dose to the RMEI (EXPDOSE, mrem) over [200,000, 220,000 Year] Resulting from a Human Intrusion Event at 200,000 Years: (a) Regressions for EXPDOSE at 201,000, 20...
	Figure 2.4-174. Stepwise Rank Regression Analyses and Selected Scatterplots for Expected Dose to the RMEI (EXPDOSE, mrem) over [200,000, 220,000 Year] Resulting from a Human Intrusion Event at 200,000 Years: (a) Regressions for EXPDOSE at 201,000, 20...
	Figure 2.4-175. Expected Dose to RMEI (EXPDOSE, mrem/yr) over [220,000, 1 Million Year] Resulting from Human Intrusion at 200,000 Years: (a) EXPDOSE for All (i.e., 300) Sample Elements, (b) EXPDOSE for First 50 Sample Elements, and (c) Partial Rank C...
	Figure 2.4-176. Stepwise Rank Regression Analyses and Selected Scatterplots for Expected Dose to RMEI (EXPDOSE, mrem) over [220,000, 1,000,000 Year] Resulting from a Human Intrusion Event at 200,000 Years: (a) Regressions for EXPDOSE at 240,000, 500,...
	Figure 2.4-177. Histograms of Gross Alpha Concentration in Groundwater near Yucca Mountain
	Figure 2.4-178. Contributions of the Modeling Cases to the Mean Combined 226Ra and 228Ra Activity Concentration in Groundwater, Excluding Natural Background, for 10,000 Years after Repository Closure
	Figure 2.4-179. Contributions of the Modeling Cases to the Mean Gross Alpha Activity Concentrations (Including 226Ra but Excluding Radon and Uranium) in Groundwater for 10,000 Years after Repository Closure
	Figure 2.4-180. Mean Annual Beta-Photon Dose for All Organs, Including the Whole Body, for (a) 10,000 Years after Disposal and (b) Detail for 8,000 to 10,000 Years after Disposal
	Figure 2.4-181. Contributions of Modeling Cases to the (a) Whole Body Dose and (b) Thyroid for 10,000 Years after Repository Closure

	2.4.1 Total System Performance Assessment Model and Summary of Results
	2.4.1.1 TSPA Method and Approach
	2.4.1.2 Scenario Classes and Modeling Cases
	2.4.1.2.1 Nominal Scenario Class
	2.4.1.2.2 Early Failure Scenario Class
	2.4.1.2.3 Igneous Scenario Class
	2.4.1.2.4 Seismic Scenario Class

	2.4.1.3 TSPA Computational Structure
	2.4.1.4 Summary of TSPA Model
	2.4.1.5 Summary of TSPA Model Results

	2.4.2 Demonstration of Compliance with the Postclosure Individual Protection Standard
	2.4.2.1 Scenario Classes and Modeling Cases Used in the Calculation of Annual Dose
	2.4.2.1.1 Treatment of Aleatory and Epistemic Uncertainty
	2.4.2.1.2 Calculation of Total Mean and Median Annual Dose
	2.4.2.1.3 Event and Scenario Classes
	2.4.2.1.4 Total Expected Annual Dose Approximations
	2.4.2.1.5 Modeling Cases
	2.4.2.1.6 Scenario Class Probabilities
	2.4.2.1.7 Overestimation in Annual Dose Arising from the Additivity Assumption
	2.4.2.1.8 Conclusion

	2.4.2.2 Evaluation of Annual Dose to the RMEI with Respect to the Postclosure Individual Protection Standard
	2.4.2.2.1 Annual Dose to the Reasonably Maximally Exposed Individual
	2.4.2.2.2 Statistical Stability
	2.4.2.2.3 Consistency and Reasonableness of Repository Performance and the Performance of Individual Components or Subsystems

	2.4.2.3 Credibility of the TSPA Results
	2.4.2.3.1 Consistency of Assumptions and Parameter Values within the Total System Performance Assessment Code
	2.4.2.3.2 TSPA Model and Code Verification, Validation, and Confidence-Building
	2.4.2.3.3 Consistency of Uncertainty in the Performance Assessment Results with Model and Parameter Uncertainty
	2.4.2.3.4 Parameters Sampled across Their Ranges of Uncertainty in TSPA


	2.4.3 Demonstration of Compliance with the Individual Protection Standard for Human Intrusion
	2.4.3.1 TSPA Representation of the Human Intrusion Event
	2.4.3.1.1 EBS Flow and Transport for Human Intrusion
	2.4.3.1.2 Unsaturated Zone Transport for Human Intrusion
	2.4.3.1.3 Saturated Zone Transport for Human Intrusion
	2.4.3.1.4 Calculation of Annual Dose for the Human Intrusion Scenario

	2.4.3.2 Evaluation of the Earliest Occurrence Time of a Human Intrusion Event
	2.4.3.2.1 General Corrosion of the Waste Package and Drip Shield
	2.4.3.2.2 Occurrence of Unlikely Events
	2.4.3.2.3 Potential for Waste Package Penetration by Drilling
	2.4.3.2.4 Earliest Time of Waste Package Penetration by Human Intrusion—Analysis Summary and Findings

	2.4.3.3 Evaluation of Human Intrusion Dose to RMEI
	2.4.3.3.1 Annual Dose to the RMEI for the Human Intrusion Standard
	2.4.3.3.2 Treatment of Likely Waste Package Degradation Processes
	2.4.3.3.3 Statistical Stability of the Mean Annual Dose
	2.4.3.3.4 Stability of the Expected Annual Dose
	2.4.3.3.5 Reasonableness and Consistency of Human Intrusion Repository Performance

	2.4.3.4 Credibility of the Human Intrusion Results
	2.4.3.4.1 Consistency of Assumptions and Parameter Values for the Human Intrusion
	2.4.3.4.2 TSPA Code Verification, Validation, and Confidence-Building for the Human Intrusion
	2.4.3.4.3 Propagation and Consistency of Uncertainty in the Human Intrusion TSPA
	2.4.3.4.4 Parameters Sampled across Their Ranges of Uncertainty in the Human Intrusion TSPA


	2.4.4 Analysis of Repository Performance that Demonstrates Compliance with the Separate Standards for the Protection of Groundwater
	2.4.4.1 Demonstration that the Groundwater Radioactivity and Doses at Any Year During the Compliance Period Do Not Exceed the Limits in the Groundwater Protection Standards
	2.4.4.1.1 Methods Used to Estimate the Level of Radioactivity in the Groundwater

	2.4.4.2 Evaluation of Total Dissolved Solids in the Aquifer
	2.4.4.3 Physical Dimensions of the Representative Volume of Groundwater
	2.4.4.3.1 Methods and Assumptions Used to Determine the Physical Dimensions of the Representative Volume of Groundwater
	2.4.4.3.2 Determination of Physical Dimensions of the Representative Volume


	2.4.5 General References


	SAR Chapter 3: Research and Development Program to Resolve Safety Questions
	Chapter 3 CONTENTS
	3. Research and Development Program to Resolve Safety Questions
	3.1 Identification of Safety Questions
	3.2 Requirements for Identified Research and Development Programs


	SAR Chapter 4: Performance Confirmation Program
	Chapter 4 CONTENTS
	TABLES
	Table 4-1. Performance Confirmation Activity Relationships to Performance Assessment Parameters, Purpose, Barrier, or Event
	Table 4-2. Relationship of Performance Confirmation Activities to 10 CFR 63, Subpart F, Requirements

	FIGURES
	Figure 4-1. Planning and Procedural Document Hierarchy for Performance Confirmation Testing Implementation
	Figure 4-2. Schedule of Performance Confirmation

	Chapter 4 Acronyms
	4. Performance Confirmation Program
	4.1 Program Objectives and Overview
	4.1.1 Program Implementation
	4.1.2 Program Documentation
	4.1.3 Evaluation of Results and Reporting

	4.2 Performance Confirmation Program Activity Descriptions
	4.2.1 General Requirements
	4.2.1.1 Precipitation Monitoring
	4.2.1.2 Seepage Monitoring
	4.2.1.3 Subsurface Water and Rock Testing
	4.2.1.4 Unsaturated Zone Testing
	4.2.1.5 Saturated Zone Monitoring
	4.2.1.6 Saturated Zone Fault Hydrology Testing
	4.2.1.7 Saturated Zone Alluvium Testing
	4.2.1.8 Drift Inspection
	4.2.1.9 Thermally Accelerated Drift Near-Field Monitoring
	4.2.1.10 Dust Buildup Monitoring
	4.2.1.11 Thermally Accelerated Drift In-Drift Environment Monitoring

	4.2.2 Geotechnical and Design Monitoring and Testing
	4.2.2.1 Subsurface Mapping
	4.2.2.2 Seismicity Monitoring
	4.2.2.3 Construction Effects Monitoring
	4.2.2.4 Thermally Accelerated Drift Thermal-Mechanical Monitoring

	4.2.3 Design Testing Other than Waste Packages
	4.2.3.1 Seal and Backfill Testing

	4.2.4 Monitoring and Testing of Waste Packages
	4.2.4.1 Waste Package Monitoring
	4.2.4.2 Corrosion Testing
	4.2.4.3 Corrosion Testing of Thermally Accelerated Drift Samples
	4.2.4.4 Waste Form Testing


	4.3 GENERAL REFERENCES


	SAR Chapter 5: Management Systems
	Chapter 5 CONTENTS
	Chapter 5 Acronyms
	5. Management Systems
	CONTENTS

	5.1 Quality Assurance
	CONTENTS
	5.1.1 Organization
	5.1.2 Quality Assurance Program

	5.2 Records, Reports, Tests, and Inspections
	CONTENTS
	TABLES
	Table 5.2-1. Applicable U.S. Nuclear Regulatory Commission Regulations Addressing Repository Records
	Table 5.2-2. Applicable U.S. Nuclear Regulatory Commission Regulations Addressing Repository Reports
	Table 5.2-3. Applicable U.S. Nuclear Regulatory Commission Regulations Addressing Repository Tests
	Table 5.2-4. Test Categories Indicating Regulatory Requirements
	Table 5.2-5. Applicable U.S. Nuclear Regulatory Commission Regulations Addressing Repository Inspections

	5.2.1 Records
	5.2.1.1 Program Objectives
	5.2.1.2 Record Creation
	5.2.1.3 Record Maintenance and Use
	5.2.1.4 Records Storage
	5.2.1.5 Disposition of Records

	5.2.2 Reports
	5.2.3 Tests
	5.2.4 U.S. Nuclear Regulatory Commission Inspections
	5.2.5 General References

	5.3 Training and Certification of Personnel
	CONTENTS
	FIGURES
	Figure 5.3-1. Functional Organizational Structure during Repository Construction and Operations

	5.3.1 Organizational Structure of the Office of Civilian Radioactive Waste Management within the DOE
	5.3.1.1 Organizational Structure of the Office of Civilian Radioactive Waste Management within the DOE during Construction and Operations
	5.3.1.2 Management Functions and Responsibilities of the Office of Civilian Radioactive Waste Management within the DOE during Construction and Operations
	5.3.1.2.1 Director of the Office of Civilian Radioactive Waste Management
	5.3.1.2.2 Site Operations Manager
	5.3.1.2.3 Quality Assurance Manager
	5.3.1.2.4 Engineering and Construction Manager
	5.3.1.2.5 Licensing Manager
	5.3.1.2.6 Postclosure Performance and Confirmation Manager
	5.3.1.2.7 Site Protection Manager
	5.3.1.2.8 Radiation Protection Manager
	5.3.1.2.9 Operations Manager

	5.3.1.3 DOE Points of Contact
	5.3.1.4 Procedure for Delegation of Authority
	5.3.1.5 Responsibilities of the Onsite Safety Committee

	5.3.2 Key Positions Assigned Responsibility for Safety and Operations at the Site
	5.3.2.1 General Functional Titles and Required Qualifications for Key Positions
	5.3.2.1.1 Site Operations Manager
	5.3.2.1.2 Quality Assurance Manager
	5.3.2.1.3 Engineering and Construction Manager
	5.3.2.1.4 Licensing Manager
	5.3.2.1.5 Postclosure Performance and Confirmation Manager
	5.3.2.1.6 Site Protection Manager
	5.3.2.1.7 Radiation Protection Manager
	5.3.2.1.8 Operations Manager


	5.3.3 Personnel Qualification and Training Requirements
	5.3.3.1 Organization and Management of the Training Function
	5.3.3.2 Analysis and Identification of Functional Areas Requiring Training
	5.3.3.2.1 General Employee Training
	5.3.3.2.2 Radiation and Criticality Training
	5.3.3.2.3 Technical Training


	5.3.4 Basis and Objectives for Training
	5.3.5 Organization of Instruction Using Lesson Plans and Other Training Guides
	5.3.6 Evaluation of Trainee Learning
	5.3.7 Conduct of On-the-Job Training
	5.3.8 Evaluation of Training Effectiveness
	5.3.9 Personnel Qualification and Certification
	5.3.10 Periodic Work Performance Evaluations
	5.3.11 Physical Condition and General Health of Operations Personnel
	5.3.12 Methods for Selecting, Training, and Qualifying Security Guards
	5.3.13 General References

	5.4 Expert Elicitation
	CONTENTS
	5.4.1 Probabilistic Volcanic Hazard Analysis
	5.4.2 Probabilistic Seismic Hazard Analysis
	5.4.3 Saturated Zone Flow and Transport
	5.4.4 General References

	5.5 Plans for Initial Startup Activities and Testing
	CONTENTS
	TABLES
	Table 5.5-1. Typical Systems Functional Testing
	Table 5.5-2. Types of Dry Run and Mock-Up Testing

	5.5.1 Compatibility of Testing Programs with Applicable Regulatory Guidance
	5.5.2 Use of Experience from Similar Facilities
	5.5.3 Methods Used to Develop, Review, and Approve Test Procedures and Methods to Evaluate Results
	5.5.4 Format and Content of Test Procedures
	5.5.5 Component Testing
	5.5.6 Systems Functional Testing
	5.5.7 Cold Integrated Systems Testing
	5.5.8 Operational Readiness Review
	5.5.9 Protection of Workers and the Public
	5.5.10 Hot Testing (Initial Startup Operations)
	5.5.11 Schedules
	5.5.12 Testing and Evaluating Functional Adequacy of New or Untested Systems, Structures, and Components
	5.5.13 General References

	5.6 Plans and Procedures for Conduct of Normal Activities, Including Operations, Maintenance, Surveillance, and Periodic Testing
	CONTENTS
	5.6.1 Plans and Procedure Development
	5.6.2 Use of Experience from Other Facilities
	5.6.3 Plans and Procedures for Normal Operations
	5.6.4 Plans and Procedures for Maintenance
	5.6.4.1 Physical Plant Maintenance Philosophy and Strategy
	5.6.4.2 Maintenance Program Implementation
	5.6.4.2.1 Maintenance Activities
	5.6.4.2.2 Maintenance Facilities, Tools, and Equipment

	5.6.4.3 Equipment Controls
	5.6.4.3.1 Equipment Tagging and Isolation
	5.6.4.3.2 Housekeeping and Material Condition
	5.6.4.3.3 Foreign Material Exclusion
	5.6.4.3.4 Postmaintenance Testing

	5.6.4.4 Configuration Management
	5.6.4.5 Equipment Performance Monitoring
	5.6.4.6 Maintenance Personnel Knowledge, Skills, and Training
	5.6.4.6.1 Training
	5.6.4.6.2 Job Assignments

	5.6.4.7 Work Management Process
	5.6.4.8 Maintenance Procedures
	5.6.4.8.1 Compliance with Written Instructions
	5.6.4.8.2 Use, Development, and Approval
	5.6.4.8.3 Selective Use of Content

	5.6.4.9 Calibration and Testing
	5.6.4.10 Special Process Controls

	5.6.5 Plans and Procedures for Periodic Surveillance Testing
	5.6.6 General References

	5.7 Emergency Planning
	CONTENTS
	TABLES
	Table 5.7-1. 2013 Projections of the Resident Population Located within 84 km of the Repository
	Table 5.7-2. Protective Action Guides for the Early Phase of a Nuclear Incident
	Table 5.7-3. Guidance on Dose Limits for Workers Performing Emergency Services
	Table 5.7-4. Technical Support Center Emergency Response Organization
	Table 5.7-5. Operational Support Center Emergency Response Organization
	Table 5.7-6. Emergency Operations Facility Emergency Response Organization
	Table 5.7-7. Joint Information Center Emergency Response Organization
	Table 5.7-8. Typical Repository Drill/Exercise Frequency
	Table 5.7-9. Inventory of Typical Hazardous Chemicals

	FIGURES
	Figure 5.7-1. Organization Chart for the Technical Support, Operational Support, and Joint Information Center Staffs, and the Emergency Operations Facility Staff
	Figure 5.7-2. Yucca Mountain Repository Emergency Notification Form

	5.7.1 Responsibilities for Developing, Maintaining, and Updating the Emergency Plan
	5.7.1.1 Planning Goals
	5.7.1.2 Available Information Related to Responsibilities for Developing, Maintaining, and Updating the Emergency Plan

	5.7.2 Repository Description
	5.7.2.1 Planning Goals
	5.7.2.2 Available Information Related to Repository Description
	5.7.2.2.1 Description of Facility and Site
	5.7.2.2.2 Site Location and Geography
	5.7.2.2.3 Description of Site Features Affecting Emergency Response
	5.7.2.2.4 Description of Area Near Site
	5.7.2.2.5 Geologic Repository Operations Area Activities


	5.7.3 Types and Classification of Potential Accidents
	5.7.3.1 Planning Goals
	5.7.3.2 Available Information Related to Types and Classification of Potential Accidents
	5.7.3.2.1 Emergency Action Levels
	5.7.3.2.2 Alert
	5.7.3.2.3 Site Area Emergency


	5.7.4 Detection of Accidents
	5.7.4.1 Planning Goals
	5.7.4.2 Available Information Related to Detection of Accidents

	5.7.5 Mitigation of Consequences
	5.7.5.1 Planning Goals
	5.7.5.2 Available Information Related to Mitigation of Consequences
	5.7.5.2.1 Early Phase
	5.7.5.2.2 Intermediate Phase
	5.7.5.2.3 Late Phase
	5.7.5.2.4 Emergency Response Facilities


	5.7.6 Assessment of Releases
	5.7.6.1 Planning Goals
	5.7.6.2 Available Information Related to Assessment of Releases

	5.7.7 Roles and Responsibilities for Repository Personnel during an Emergency
	5.7.7.1 Planning Goals
	5.7.7.2 Available Information Related to Roles and Responsibilities for Repository Personnel during an Emergency
	5.7.7.2.1 Normal Organization
	5.7.7.2.2 Emergency Response Concept of Operations


	5.7.8 Notification and Coordination of Offsite Groups
	5.7.8.1 Planning Goals
	5.7.8.2 Available Information Related to Notification and Coordination of Offsite Groups

	5.7.9 Information to be Communicated
	5.7.9.1 Planning Goals
	5.7.9.2 Available Information Related to Information to be Communicated

	5.7.10 Training
	5.7.10.1 Planning Goals
	5.7.10.2 Available Information Related to Training
	5.7.10.2.1 Emergency Preparedness Training Program
	5.7.10.2.2 Training Records


	5.7.11 Restoration of Repository Operations to a Safe Condition
	5.7.11.1 Planning Goals
	5.7.11.2 Available Information Related to Restoration of Repository Operations to a Safe Condition
	5.7.11.2.1 Reentry
	5.7.11.2.2 Termination of an Emergency
	5.7.11.2.3 Recovery


	5.7.12 Exercises, Communication Checks, and Drills
	5.7.12.1 Planning Goals
	5.7.12.2 Available Information Related to Exercises, Communication Checks, and Drills
	5.7.12.2.1 Drill and Exercise Program
	5.7.12.2.2 Drills
	5.7.12.2.3 Tabletop Drills
	5.7.12.2.4 Walk-Through Drills
	5.7.12.2.5 Communications Drills
	5.7.12.2.6 Exercises
	5.7.12.2.7 Exercise Conduct
	5.7.12.2.8 Communications
	5.7.12.2.9 Exercise Termination
	5.7.12.2.10 Evaluation and Corrective Action


	5.7.13 Hazardous Materials
	5.7.13.1 Planning Goals
	5.7.13.2 Available Information Related to Hazardous Materials

	5.7.14 Comments on the Emergency Plan
	5.7.14.1 Planning Goals
	5.7.14.2 Available Information Related to Comments on the Emergency Plan

	5.7.15 Offsite Assistance
	5.7.15.1 Planning Goals
	5.7.15.2 Available Information Related to Offsite Assistance

	5.7.16 Public Information
	5.7.16.1 Planning Goals
	5.7.16.2 Available Information Related to Public Information
	5.7.16.2.1 Repository Emergency Public Information Program
	5.7.16.2.2 Joint Information Center
	5.7.16.2.3 Public Education


	5.7.17 General References

	5.8 Controls to Restrict Access and Regulate Land Uses
	CONTENTS
	FIGURES
	Figure 5.8-1. Land Use and Ownership
	Figure 5.8-2. Site, Controlled Areas, and Proposed Land Ownership Area Boundaries
	Figure 5.8-3. Locations of Nye County Monitoring Wells
	Figure 5.8-4. Site Perimeter Monuments and Postclosure Controlled Area Markers
	Figure 5.8-5. Postclosure Controlled-Area Markers
	Figure 5.8-6. Geologic Repository Operations Area Monuments

	5.8.1 Ownership of Land
	5.8.1.1 Current U.S. Department of Energy Land-Use Interests
	5.8.1.2 Legal Documentation of Ownership and Control

	5.8.2 Controls for Permanent Closure
	5.8.2.1 Legal Interests and Documentation
	5.8.2.2 Encumbrances on Land Surrounding Yucca Mountain
	5.8.2.2.1 Patented Mining Claim
	5.8.2.2.2 Unpatented Mining Claims
	5.8.2.2.3 Other Encumbrances

	5.8.2.3 Administering and Controlling Ownership Rights

	5.8.3 Additional Controls through Permanent Closure
	5.8.3.1 10 CFR 63.111(a) and (b) Requirements
	5.8.3.2 Legal Documentation

	5.8.4 Water Rights
	5.8.5 Conceptual Design of Monuments and Markers
	5.8.5.1 Design Considerations
	5.8.5.2 Monuments and Markers

	5.8.6 Records Storage
	5.8.7 General References

	5.9 Uses of the Geologic Repository Operations Area for Purposes Other Than Disposal of Radioactive Wastes
	CONTENTS
	5.9.1 Potential Activities Other Than Disposal
	5.9.1.1 Native American Cultural Activities
	5.9.1.2 Independent Performance Monitoring
	5.9.1.3 Protection of Flora and Fauna
	5.9.1.4 Activities in the Proximity of the Geologic Repository Operations Area
	5.9.1.5 Resource Exploitation

	5.9.2 Procedures for Potential Activities that Potentially Affect Structures, Systems, and Components
	5.9.3 General References

	5.10 License Specifications
	CONTENTS
	TABLES
	Table 5.10-1. Probable Subjects of License Specifications to be Incorporated as Limiting Conditions for Operation
	Table 5.10-2. Probable Subjects of License Specifications to be Incorporated as Design Features
	Table 5.10-3. Probable Subjects of License Specifications to be Incorporated as Administrative Controls

	5.10.1 Structure of Proposed License Specifications
	5.10.2 Probable Subjects of License Specifications
	5.10.2.1 Criteria for Selection of Probable Subjects
	5.10.2.2 Limiting Conditions for Operation
	5.10.2.3 Design Features
	5.10.2.4 Administrative Controls
	5.10.2.4.1 License Specification Bases
	5.10.2.4.2 Technical Requirements Manual


	5.10.3 Plans for Implementing License Specifications
	5.10.3.1 Procedures
	5.10.3.2 Testing
	5.10.3.3 Configuration Management System

	5.10.4 Draft License Specification Development
	5.10.5 General References

	5.11 Operational Radiation Protection Program
	CONTENTS
	5.11.1 Organization
	5.11.2 Equipment, Instrumentation, and Facilities
	5.11.2.1 Radiation Protection Equipment
	5.11.2.2 Radiation Protection Instrumentation
	5.11.2.3 Radiation Protection Facilities

	5.11.3 Policies and Procedures
	5.11.3.1 Radiation Surveys
	5.11.3.1.1 Radioactive Material Shipment Surveys
	5.11.3.1.2 Radiological Postings

	5.11.3.2 Access and Dose Control
	5.11.3.2.1 Radiological Access Control
	5.11.3.2.2 Onsite Dose Control
	5.11.3.2.3 Radioactive Material and Contamination Control
	5.11.3.2.4 Low-Level Radioactive Waste Management

	5.11.3.3 External Dose Monitoring
	5.11.3.4 Internal Dose Monitoring
	5.11.3.5 Air Sampling and Analysis
	5.11.3.6 Respiratory Protection
	5.11.3.7 Radiation Protection Training
	5.11.3.8 Notices to Workers
	5.11.3.9 Pregnant Worker, Embryo, and Fetus Protection
	5.11.3.10 Radiation Protection Records and Reports
	5.11.3.10.1 Records
	5.11.3.10.2 Reports

	5.11.3.11 Environmental Radiological Monitoring
	5.11.3.11.1 Environmental Radiological Monitoring Program
	5.11.3.11.2 Effluent Monitoring
	5.11.3.11.3 Offsite Dose Calculation
	5.11.3.11.4 Meteorological Monitoring


	5.11.4 General References



