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Abstract

The current regulations to insure that nuclear reactor pressure vessels (RPVs) maintain their
structural integrity when subjected to transients such as pressurized thermal shock (PTS) events
were derived from computational models developed in the early-to-mid 1980s. Since that time,
advancements and refinements in relevant technologies that impact RPV integrity assessment
have led to an effort by the NRC to re-evaluate its PTS regulations. Updated computational
methodologies have been developed through interactions between experts in the relevant disci-
plines of thermal hydraulics, probabilistic risk assessment, materials embrittlement, fracture
mechanics, and inspection (flaw characterization). Contributors to the development of these
methodologies include the NRC staff, their contractors, and representatives from the nuclear
industry. These updated methodologies have been integrated into the Fracture Analysis of
Vessels - Oak Ridge (FAVOR, v04. 1) computer code developed for the NRC by the Heavy
Section Steel Technology (HSST) program at Oak Ridge National Laboratory (ORNL). The
FAVOR, v04. 1, code represents the baseline NRC-selected applications tool for re-assessing the
current PTS regulations. Intended to document the technical bases for the assumptions,
algoritluns, methods, and correlations employed in the development of the FAVOR, v04. I, code,
this report is one of a series of software quality assurance documentation deliverables being
prepared according to the guidance provided in IEEE Std. 730.1-1995, IEEE Guide for Software
Quality Assurance Planning. Additional documents in this series include (1) FAVOR, O1. 1,
Computer Code: Software Requirements Specification, (2) FA VOR, vOl.1, Computer Code:
Software Design Description, and (3) FA VOR, v04. 1, Computer Code: User's Guide.
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Foreword

The reactor pressure vessel is exposed to neutron radiation during normal operation. Over time,
the vessel steel becomes progressively more brittle in the region adjacent to the core. If a vessel
had a preexisting flaw of critical size and certain severe system transients occurred, this flaw
could propagate rapidly through the vessel, resulting in a through-wall crack. The severe
transients of concern, known as pressurized thermal shock (PTS), are characterized by rapid
cooling (i.e., thermal shock) of the internal reactor pressure vessel surface that may be combined
with repressurization. The simultaneous occurrence of critical-size flaws, embrittled vessel, and a
severe PTS transient is a very low probability event. The current study shows that U.S.
pressurized-water reactors do not approach the levels of embrittlement to make them susceptible
to PTS failure, even during extended operation well beyond the original 40-year design life.

Advancements in our understanding and knowledge of materials behavior, our ability to
realistically model plant systems and operational characteristics, and our ability to better evaluate
PTS transients to estimate loads on vessel walls have shown that earlier analyses, performed
some 20 years ago as part of the development of the PTS rule, were overly conservative, based on
the tools available at the time. Consistent with the NRC's Strategic Plan to use best-estimate
analyses combined with uncertainty assessments to resolve safety-related issues, the NRC's
Office of Nuclear Regulatory Research undertook a project in 1999 to develop a technical basis to
support a risk-informed revision of the existing PTS Rule, set forth in Title 10, Section 50.61, of
the Code of Federal Regulations (10 CFR 50.61).

Two central features of the current research approach were a focus on the use of realistic input
values and models and an explicit treatment of uncertainties (using currently available uncertainty
analysis tools and techniques). This approach improved significantly upon that employed in the
past to establish the existing 10 CFR 50.61 embrittlement limits. The previous approach included
unquantified conservatisms in many aspects of the analysis, and uncertainties were treated
implicitly by incorporating them into the models.

This report is one of a series of 21 reports that provide the technical basis that the staff will
consider in a potential revision of 10 CFR 50.61. The risk from PTS was determined from the
integrated results of the Fifth Version of the Reactor Excursion Leak Analysis Program
(RELAP5) thermal-hydraulic analyses, fracture mechanics analyses, and probabilistic risk
assessment. This report is the theory manual for the probabilistic fracture mechanics code
Fracture Analysis of Vessels, Oak Ridge (FAVOR). The FAVOR code is used to assess
structural integrity of pressurized-water reactor pressure vessels during postulated pressurized
thermal shock transients.

Brian W. Sheron, Director
Office of Nuclear Regulatory Research
U.S. Nuclear Regulatory Commission
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Executive Summary

This report is one of a series of reports that summarize the results of a 5-year project conducted
by the U.S. Nuclear Regulatory Commission's (NRC) Office of Nuclear Regulatory Research.
This study sought to develop a technical basis to support revision of Title 10, Section 50.61, of
the Code of Federal Regulations (10 CFR 50.61), which is known as the pressurized thermal
shock (PTS) rule and the associated PTS screening criteria in a manner consistent with current
NRC guidelines on risk-informed regulation. The figure below illustrates how this report fits into
the overall project documentation.
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The Fracture Analysis of Vessels - Oak Ridge (FAVOR, v04.1) computer program has been
developed to perform a risk-informed probabilistic analysis of the structural integrity of a nuclear
reactor pressure vessel (RPV) when subjected to an overcooling event. The focus of this analysis
is the beltline region of the RPV wall. Overcooling events, where the temperature of the coolant
in contact with the inner surface of the RPV wall rapidly decreases with time, produce temporally
dependent temperature gradients that induce biaxial stress states varying in magnitude through the
vessel wall. Near the inner surface and through most of the wall thickness, the stresses are tensile,
thus generating Mode I opening driving forces that can act on possible surface-breaking or

xiii



embedded flaws. If the internal pressure of the coolant is sufficiently high, then the combined
thermal plus mechanical loading results in a transient condition known as a pressurized-thermal
shock (PTS) event.

In 1999 ORNL, working in cooperation with the NRC staff and with other NRC contractors,
illustrated that the application of fracture-related technology developed since the derivation of the
current pressurized-thermal-shock (PTS) regulations (established in the early-mid 1980s) had the
potential for providing a technical basis for a re-evaluation of the current PTS regulations.
Motivated by these findings, the U.S. Nuclear Regulatory Commission (NRC) began the PTS Re-
evaluation Project to establish a technical basis rule within the framework established by modem
probabilistic risk assessment techniques and advances in the technologies associated with the
physics of PTS events. An updated computational methodology has been developed through
research and interactions among experts in the relevant disciplines of thermal-hydraulics,
probabilistic risk assessment (PRA), materials embrittlement, probabilistic fracture mechanics
(PFM), and inspection (flaw characterization). Major differences between this methodology and
that used to establish the technical basis for the current version of the PTS rule include the
following:

* The ability to incorporate new detailed flaw-characterization distributions from NRC
research (with Pacific Northwest National Laboratory, PNNL),

* the ability to incorporate detailed neutron fluence regions - detailed fluence maps from
Brookhaven National Laboratory, BNL,

" the ability to incorporate warm-prestressing effects into the analysis,
* the ability to include temperature-dependencies in the thermo-elastic properties of base

and cladding,
* the ability to include crack-face pressure loading for surface-breaking flaws,
" a new ductile-fracture model simulating stable and unstable ductile tearing,
" a new embrittlement correlation,
* the ability to include multiple transients in one execution of FAVOR,
* input from the Reactor Vessel Integrity Database, Revision 2, (RVID2) of relevant RPV

material properties,
" fracture-toughness models based on extended databases and improved statistical

distributions,
* removal of the implicit conservatism in the RTNDT transition temperature,
* a variable failure criterion, i.e., how far must a flaw propagate into the RPV wall for the

vessel simulation to be considered as "failed" ?
* semi-elliptic surface-breaking and embedded-flaw models,
* through-wall weld residual stresses, and an
* improved PFM methodology that incorporates modem PRA procedures for the

classification and propagation of input uncertainties and the characterization of output
uncertainties as statistical distributions.

This updated methodology has been implemented in the Fracture Analysis of Vessels - Oak
Ridge (FAVOR, v04.1) computer code developed for the NRC by the Heavy Section Steel
Technology (HSST) program at Oak Ridge National Laboratory (ORNL). The FAVOR, v04. 1,
code represents the baseline NRC-selected applications tool for re-assessing the current PTS
regulations. This report documents the technical bases for the assumptions, algorithms, methods,
and correlations employed in the development of the FAVOR code.
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1. Introduction

The Fracture Analysis of Vessels - Oak Ridge (FAVOR, v04. 1) computer program has been

developed to perform a risk-informed probabilistic analysis of the structural integrity of a nuclear

reactor pressure vessel (RPV) when subjected to an overcooling event. The focus of this analysis is

the beltline region of the RPV wall as shown in Fig. 1. Overcooling events, where the temperature of

the coolant in contact with the inner surface of the RPV wall rapidly decreases with time, produce

temporally dependent temperature gradients that induce biaxial stress states varying in magnitude

through the vessel wall. Near the inner surface and through most of the wall thickness, the stresses are

tensile, thus generating Mode I opening driving forces that can act on possible surface-breaking or

embedded flaws. If the internal pressure of the coolant is sufficiently high, then the combined thermal

plus mechanical loading results in a transient condition known as a pressurized-thermal shock (PTS)

event.

In 1999, Dickson et al. [1] illustrated that the application of fracture-related technology developed

since the derivation of the current pressurized-thermal-shock (PTS) regulations (established in the

early-mid 1980s) had the potential for providing a technical basis for a re-evaluation of the current

PTS regulations. Based on these results, the U.S. Nuclear Regulatory Commission (NRC) began the

PTS Re-evaluation Project to establish a technical basis rule within the framework established by

modem probabilistic risk assessment techniques and advances in the technologies associated with the

physics of PTS events. An updated computational methodology has been developed over the last four

years through research and interactions among experts in the relevant disciplines of thernal-

hydraulics, probabilistic risk assessment (PRA), materials embrittlement, probabilistic fracture

mechanics (PFM), and inspection (flaw characterization). This updated methodology has been

implemented in the Fracture Analysis of Vessels - Oak Ridge (FAVOR, v04.1) computer code

developed for the NRC by the Heavy Section Steel Technology (HSST) program at Oak Ridge

National Laboratory (ORNL). The FAVOR, v04.1, code represents the baseline NRC-selected

applications tool for re-assessing the current PTS regulations. This report is intended to document the

technical bases for the assumptions, algorithms, methods, and correlations employed in the

development of the FAVOR code.
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U

2



This baseline release of the new FAVOR (version-control code v04. 1) implements the results of the

preparatory phase of the PTS Re-evaluation Project in an improved PFM model for calculating the

conditional probability of crack initiation (by plane-strain cleavage initiation) and the conditional

probability of vessel failure (by through-wall cracking). Although the analysis of PTS has been the

primary motivation in the development of FAVOR, it should also be noted that the problem class for

which FAVOR is applicable encompasses a broad range of events that include normal operational

transients (such as start-up and shut-down) as well as additional upset conditions beyond PTS.

Essentially any event in which the reactor pressure vessel (RPV) wall is exposed to time-varying

thermal-hydraulic boundary conditions could be an appropriate candidate for a FAVOR analysis of

the vessel's structural integrity.

In support of the PTS Re-evaluation Project, the following advanced technologies and new

capabilities have been incorporated into FAVOR, v04. 1:

* the ability to incorporate new detailed flaw-characterization distributions from NRC
research (with Pacific Northwest National Laboratory, PNNL),

* the ability to incorporate detailed neutron fluence regions - detailed fluence maps from
Brookhaven National Laboratory, BNL,

* the ability to incorporate warm-prestressing effects into the analysis,

* the ability to include temperature-dependencies in the thermo-elastic properties of base and
cladding,

* the ability to include crack-face pressure loading for surface-breaking flaws,

" a new ductile-fracture model simulating stable and unstable ductile tearing,

* a new embrittlement correlation,

* the ability to include multiple transients in one execution of FAVOR,

* input from the Reactor Vessel Integrity Database, Revision 2, (RVID2) of relevant RPV
material properties,

* fracture-toughness models based on extended databases and improved statistical
distributions,

* a variable failure criterion, i.e., how far must a flaw propagate into the RPV wall for the
vessel simulation to be considered as "failed" ?

" semi-elliptic surface-breaking and embedded-flaw models,

* through-wall weld residual stresses, and an

* improved PFM methodology that incorporates modern PRA procedures for the
classification and propagation of input uncertainties and the characterization of output
uncertainties as statistical distributions.

Chapter 2 of this report provides a short historical perspective for viewing the pressurized-thermal-

shock problem, including a summary of events leading to the current regulations. This chapter is

followed by a full description of the analytical models employed in the FAVOR code, described in
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Chapters 3 and 4. In that presentation, particular emphasis is given to the new features of the code

that were highlighted above. A summary and conclusions are given in Chapter 5. Appendix A gives a

summary of the development history of FAVOR and its antecedents. Appendix B presents the

database of stress-intensity-factor influence coefficients that has been implemented in FAVOR for its

surface-breaking flaw models. The database of plane-strain static initiation fracture toughness, K1,,

and plane-strain crack arrest, K1,,, properties for pressure vessel steels is given in Appendix C. This

fracture-toughness database was used in the construction of the statistical models for crack initiation

and arrest that are implemented in FAVOR. Appendix D presents a surnmary of RVID2 data to be

used in FAVOR analyses for the PTS Re-evaluation Project. The point-estimation techniques used in

the development of the Weibull cumulative distribution functions that estimate the epistemic

uncertainty in the fracture initiation and arrest reference temperatures are given in Appendix E. The

development of the sampling protocols for the epistemic uncertainties in two important reference

temperatures is given in Appendix F.
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2. Pressurized Thermal Shock Events

Overcooling events, where the temperature of the coolant in contact with the inner surface of the

reactor pressure vessel (RPV) wall rapidly decreases with time, produce temporally dependent

temperature gradients that induce biaxial stress states varying in magnitude through the vessel wall.

Near the inner surface and through most of the wall thickness the stresses are tensile, thus presenting

Mode I opening driving forces that can act on possible surface-breaking or embedded flaws. The

combined thermal plus mechanical loading results in a transient condition known as a pressurized

thermal shock (PTS) event.

Concern with PTS results from the combined effects of (1) simultaneous pressure and thermal-shock

loadings, (2) embrittlement of the vessel material due to cumulative irradiation exposure over the

operating history of the vessel, and (3) the possible existence of crack-like defects at the inner surface

of or embedded within the RPV heavy-section wall. The decrease in vessel temperature associated

with a thermal shock also reduces the fracture toughness of the vessel material and introduces the

possibility of flaw propagation. Inner surface-breaking flaws and embedded flaws near the inner

surface are particularly vulnerable, because at the inner surface the temperature is at its minimum and

the stress and radiation-induced embrittlement are at their maximum.

2.1 Historical Review

The designers of the first pressurized-water reactor (PWR) vessels in the late 1950s and early 1960s

were cognizant of PTS as a reactor vessel integrity issue where nonductile fracture was evaluated as a

part of the design basis using a transition-temperature approach [3]. Continued concerns about vessel

failure due to overcooling events motivated a number of advances in fracture mechanics technology

in the late 1960s and the 1970s. Before the late 1970s, it was postulated that the most severe thermal

shock challenging a PWR vessel would occur during a large-break loss-of-coolant accident (LOCA),

where room-temperature emergency core-cooling water would flood the reactor vessel within a few

minutes, rapidly cooling the wall and inducing tensile thermal stresses near the inner surface of the

vessel [4]. However, the addition of pressure loading to the thermal loading was not typically

considered, since it was expected that during a large-break LOCA the system would remain at low

pressure. Two events in the late 1970s served to raise the concern of PTS to a higher priority in the

1980s, and this concern continues to the present.
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In 1978, the occurrence of a non-LOCA event at the Rancho Seco Nuclear Power Plant in California

showed that during some types of overcooling transients, the rapid cooldown could be accompanied

by repressurization of the primary recirculating-cooling-water (RCW) system, compounding the

effects of the thermal stresses. The Three-Mile-Island (TMI) incident in 1979, which also involved a

cooldown event at high RCW system pressure, drew additional attention to the impact of operator

action and control system effects on transient temperature and pressure characteristics for PTS events

[3].

Following these two events, the U.S. Nuclear Regulatory Commission (NRC) designated PTS as an

unresolved safety issue (A-49). Questions also arose concerning the mixing (or lack of mixing) of

cold safety injection water with reactor coolant in the vessel, leading to an amplification of the PTS

effect. In late 1980, the NRC issued NUREG 0737-Item II.K.2.13, which required that the operators

of all PWRs and all applicants for licenses evaluate reactor vessel integrity following a small-break

LOCA as part of the TMI action plan [5]. Additional potential transients were added in March of

1981. At the end of 1981, the nuclear power industry submitted its response to NUREG 0737 to the

NRC. These submittals were based primarily on deterministic analyses using conservative thermal-

hydraulic and fracture-mechanics models of postulated design-basis transients and the temperature

and pressure time-histories from some of the PTS events that had actually been experienced in

operating PWR plants [3]. On the basis of these analyses, the NRC concluded that no event having a

significant probability of occurring could cause a PWR vessel to fail at that time or within the next

few years. However, the NRC continued to be concerned that other events with more limiting

-transient characteristics in combination with the impact of operator action and control system effects

were not being addressed. As a result, greater emphasis was placed on Probabilistic Risk Assessment

(PRA) combined with thermal-hydraulic (T-H) analysis and probabilistic fracture mechanics (PFM)

as primary vessel-integrity assessment tools.

2.2 Current NRC Regulatory Approach to PTS

During the 1980s, in an effort to establish generic limiting values of vessel embrittlement, the NRC

funded the Integrated Pressurized Thermal Shock (IPTS) Program [4, 6, 7] which developed a

comprehensive probabilistic approach to risk assessment. Current regulatory requirements are based

on the resulting risk-informed probabilistic methodology. In the early 1980s, extensive analyses were

performed by the NRC and others to estimate the likelihood of vessel failure due to PTS events in

PWRs. Though a large number of parameters governing vessel failure were identified, the single most

significant parameter was a correlative index of the material that also serves as a measure of

embrittlement. This material index is the reference nil-ductility transition temperature, RTNDT. The

NRC staff and others performed analyses of PTS risks on a conservative and generic basis to bound
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the risk of vessel failure for any PWR reactor. The NRC staff approach to the selection of the RTNDT

screening criteria is described in SECY-82-465 [8]. Reference [9] is a short review of the derivation

of the PTS screening criteria from both deterministic and probabilistic fracture mechanics

considerations. The analyses discussed in SECY-82-465 led to the establishment of the PTS rule [10],

promulgated in Title 10 of the Code of Federal Regulations, Chapter I, Part 50, Section 50.61

(1OCFR50.61), and the issuance of NRC Regulatory Guide 1.154 (RGI.154) [11].

The PTS rule specifies screening criteria in the form of limiting irradiated values of RTNDT (desig-

nated by the rule as RTpTs) of 270 'F for axially oriented welds, plates, and forgings and 300 'F for

circumferentially oriented welds. The PTS rule also prescribes a method to estimate RTpTS for

materials in an RPV in Regulatory Guide 1.99, Revision 2 [12]. For nuclear power plants to operate

beyond the time that they exceed the screening criteria, the licensees must submit a plant-specific

safety analysis to the NRC three years before the screening limit is anticipated to be reached.

Regulatory Guide 1.154 recommends the content and format for these plant-specific integrated PTS

analyses with the objective of calculating an estimate for the frequency of vessel failure caused by

PTS events. RG 1.154 also presents the primaty PTS acceptance criterion for acceptable failure risk

to be a mean frequency of less than 5 x 10- vessel failures per year.

2.3 Contributions of Large-Scale Experiments to the Technical Basis for PTS

Assessment

A number of large-scale experiments conducted internationally over the past 30 years have

contributed significantly to a better understanding of the factors influencing the behavior of RPVs

subjected to postulated PTS scenarios [13]. These experiments, several of which are summarized in

Table 1, reflect different objectives that range from studies of "separate effects" to others that

integrate several features into a single experiment. In Table 1, the experiments are organized in terms

of four specimen groups: (1) pressure-vessel specimens, (2) cylindrical specimens, (3) plate

specimens, and (4) beam specimens. The actual test specimens were fabricated from prototypical

RPV steels, including plate, forgings, and weld product forms. Some of the specimens included

prototypical cladding, and others used steels that had been heat-treated or were fabricated with a

special chemistry to simulate near-end-of-licensing (degraded properties) conditions.

In recent years, these large-scale experiments have provided a catalyst in western Europe and the

United States for intensive international collaboration and for the formation of multinational networks

to assess and extend RPV/PTS technology. Project FALSIRE [14-17] was initiated in 1989 through

support provided by governmental agencies within Germany and the U. S., under sponsorship of the

OECD/Nuclear Energy Agency. Within FALSIRE, researchers from a large number of international

organizations used selected large-scale experiments to evaluate levels of conservatism in RPV
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integrity assessment methodologies. In 1993, the Joint Research Centre of the European Comnission

launched the Network for Evaluating Structural Components (NESC) to study the entire process of

RPV integrity assessment. The NESC projects brought together a large number of leading

international research organizations to evaluate all aspects of the assessment process (i.e., fracture

methodologies, material properties characterization, inspection trials, and experimental techniques)

through a large-scale PTS spinning cylinder experiment [18, 36]. Issues receiving special attention in

the NESC experiment included (1) effects of constraint, (2) effects of cladding and HAZ regions, and

(3) behavior of sub-clad flaws under simulated PTS loading.

The large-scale experimental database and extensive body of associated analytical interpretations

have provided support for the technical basis that underpins various elements of the fracture models

implemented in the FAVOR code. In particular, these results have contributed significantly to

confirming the applicability of fracture methodologies to cleavage fracture events in RPV steels,

including crack initiation and crack arrest. References [14-18, 36] (and references given therein)

provide comprehensive evaluations of RPV integrity assessment methodologies applied to a broad

selection of experiments.

Within the HSST Program, the large-scale experiments are contributing to a framework for future

integration of advanced fracture techniques into RPV integrity assessment methodology. These

advanced techniques provide a sharp contrast to the current approach to RPV integrity assessment as

exemplified by the methodology implemented in the FAVOR code (described herein). The FAVOR

code executes probabilistic defect assessments of RPVs using (1) linear-elastic stress analysis

methods and (2) conventional, high-constraint fracture-toughness data. The advanced fracture-

mechanics methodologies currently under development depart from the latter approach in three major

components: (1) stress analyses of cracked regions to include plasticity, (2) constraint adjustments to

material toughness values for shallow surface and embedded flaws, and (3) probabilistic descriptions

of material fracture toughness in the transition temperature region consistent with the methodologies

embodied by ASTM Standard E-1921 (i.e., the Master Curve). Development of an updated analytical

tool incorporating these advanced techniques and providing extended applicability to RPV integrity

assessments is envisioned for the near future.
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Table 1. Large-Scale PTS Experiments and Performing Organizations

ID No. Experiment Title Research Organization Country Refs.
Tests with Pressurized Vessels

ITV 1-8 Intermediate Test Vessels Oak Ridge National Laboratory USA 19-25
PTSE-I Pressurized Thermal Shock Oak Ridge National Laboratory USA 26

Experiments
PTSE-2 Pressurized Thermal Shock Oak Ridge National Laboratory USA 27

Experiments
PTS 1/6 Pressurized Thermal Shock Central Research Institute for Russia 28, 29

Experiment 1/6 Structural Materials (CRISM)
Tests with Cylindrical Specimens

NKS-3 Thermal Shock Materialpriifungsanstalt (MPA) Germany 30
Experiment 3

NKS-4 Thermal Shock Materialpriifungsanstalt (MPA) Germany 30
Experiment 4

NKS-5 Thermal Shock Materialpriifungsanstalt (MPA) Germany 31
Experiment 5

NKS-6 Thermal Shock Materialpriifungsanstalt (MPA) Germany 29, 31
Experiment 6

SC-1 Spinning Cylinder PTS AEA Technology UK 32
Experiment 1

SC-2 Spinning Cylinder PTS AEA Technology UK 32
Experiment 2

SC-4 Spinning Cylinder PTS AEA Technology UK 33
Experiment 4

TSE-6 Thermal Shock Cylinders Oak Ridge National Laboratory USA 34
(Cylinder with Short Flaws) (ORNL)

TSE-7 Thermal Shock Cylinders Oak Ridge National Laboratory USA 35
(Clad Cylinder) (ORNL)

TSE-8 Thermal Shock Cylinders Oak Ridge National Laboratory USA 35
(Clad Cylinder) (ORNL)

NESC-1 NESC-1 Spinning Cylinder Network for Evaluating Steel International 36
PTS Experiment Components (NESC) Network

Tests with Plate Specimens
PTS Step B Wide-Plate PTS Step B Japan Power and Engineering Japan 37

Experiment Inspection Corporation
(JAPEIC)

WP-1 & 2 Wide-Plate Crack Arrest Oak Ridge National Laboratory USA 38, 39
Tests of A533B and LUS (ORNL)
Steels

GP-1 Wide Plate Test Materialprtifungsanstalt (MPA) Germany 40
Tests with Beam Specimens

DD-2 & Clad-beam experiments Electricit6 de France (EdF) France 29, 41
DSR-3

SE(B) RPV Full-Thickness Clad Beam National Institute of Standards USA 42, 43
Steel Experiments and Testing (NIST) and ORNL
CB Cruciform Beam (CB) Oak Ridge National Laboratory USA 44

Experiments (ORNL)
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3. Structure and Organization of the FAVOR Code

3.1 FAVOR - Computational Modules and Data Streams

As shown in Fig. 2, FAVOR is composed of three computational modules: (1) a deterministic load

generator (FAVLoad), (2) a Monte Carlo PFM module (FAVPFM), and (3) a post-processor

(FAVPost). Figure 2 also indicates the nature of the data streams that flow through these modules.

TAT ERE

Fig. 2. FAVOR data streams flow through three modules: (1) FAVLoad, (2) FAVPFM, and (3)
FAVPost.

The formats of the required user-input data files are discussed in detail in the companion report

FAVOR (v04.1): User's Guide [45].
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3.2 FAVOR Load Module (FAVLoad)

The functional structure of the FAVOR load module, FAVLoad, is shown in Fig. 3, where multiple

thermal-hydraulic transients are defined in the input data. The number of transients that can be

analyzed in a single execution of FAVLoad is dependent upon the memory capacity of the computer

being used for the analysis. For each transient, deterministic calculations are performed to produce a

load-definition input file for FAVPFM. These load-definition files include time-dependent through-

wall temperature profiles, through-wall circumferential and axial stress profiles, and stress-intensity

factors for a range of axially and circumferentially oriented inner surface-breaking flaw geometries

(both infinite- and finite-length).

I

Major Transients EA

Transient 1 ITransient 2 ITransient 3 Transiient n

11 12 13 1j21 22 23 2j 31 32 33 3j nl n2 n3 nj

FAVOR Load Generator (FAVLoad)
One-dimensional axisymmetric finite-element analyses are

performed to calculate RPV loads for each transient

Output File from FAVOR Load Generator

- temperature T(r,t)
- circumferential stress CTH (r, t)

- axial stress TA (r, t)
- SIF (inner surface-breaking flaws) K1 (a,L, t)

i
Fig. 3. The FAVOR load generator module FAVLoad performs deterministic analyses for a

Fig. 3. The FAVOR load generator module FAVLoad performs deterministic analyses for a
range of thermal-hydraulic transients.

3.2.1 Thermal-Hydraulic Transient Definitions

The thermal-hydraulic (T-H) definitions required by FAVLoad are supplied by the user in the form of

digitized tables of bulk coolant temperature, convective heat-transfer coefficient, and internal

pressure, all as functions of elapsed time for the transient. Time-history data pairs can be input for

each of the three variables, allowing a very detailed definition of the thermal-hydraulic loading

imposed on the RPV internal wall. An option is also available to specify a stylized exponentially

decaying coolant temperature-time history.
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3.2.2 Required Vessel Geometry and Thermo-Elastic Property Data

The FAVLoad module requires fundamental vessel geometry data, including the vessel's inner radius,

wall thickness, and cladding thickness. Temperature-dependent thermo-elastic properties are also

input for the cladding and base materials. These geometric descriptions and property data for the RPV

are treated as fixed parameters in all subsequent analyses.

3.2.3 Deterministic Analyses

Finite-element analyses are carried out on a one-dimensional axisymmetric model of the vessel wall.

The transient heat conduction equation with temperature-dependent properties is solved for the

combined cladding and base materials to produce time-varying temperature profiles through the wall.

The finite-element stress analysis calculates radial displacements and then, through strain-

displacement and linear-elastic stress-strain relationships, time-varying axial and hoop stress profiles

are also calculated. These stresses include the effects of thermal and mechanical loading (internal

pressure applied to the inner vessel surface and exposed crack face) along with the option of

superimposed weld-residual stress profiles developed by the HSST program. The stress discontinuity

at the clad-base interface is also captured by the finite-element stress model. Through the

specification of a selected stress-free temperature by the user, the effects of an initial thermal-

differential expansion between the cladding and base materials can also be included in the quasi-static

load path. The finite-element thermal and stress models use the same quadratic elements and graded-

mesh discretization.

The finite-element method (FEM), together with the Viery detailed definition of the thermal-hydraulic

boundary conditions, provides the capability to generate accurate thermal, stress, and applied stress-

intensity factor, KI, solutions. The application of FEM in this way allows the resolution of complex

thermal-hydraulic transients that exhibit discontinuities in the boundary condition time-histories, e.g.,

transients with late repressurizations.

Time-dependent stress-intensity factors for infinite-length and finite-length (semi-elliptical) surface-

breaking flaws are calculated for a range of flaw depths, sizes, and aspect ratios. Due to its generality,

the embedded-flaw model was implemented in the FAVPFM module, rather than FAVLoad. The

details of these deterministic analyses are given in Chapter 4. See Fig. 4 for a summary of the flaw

models available in FAVOR.

12



Fig. 4. Flaw models in FAVOR include infinite-length surface breaking flaws, finite-length
semi-elliptic surface flaws (with aspect ratios L / a = 2, 6, and 10), and fully elliptic
embedded flaws. All flaw models can be oriented in either the axial or circumferential
directions.

3.2.4 Flaw Categories Used in FAVOR

As indicated in Fig. 4, three categories of flaws are available in FAVOR:

Category 1 - surface-breaking flaws

infinite length.
semi-elliptic -
semi-elliptic -
semi-elliptic -

-aspect ratio L/a = oo
aspect ratio L/a = 2
aspect ratio Lia = 6
aspect ratio L/a = 10

* Category 2 - embedded flaws - fully elliptic geometry with inner crack tip located between
the clad/base interface and 1/8t from the inner surface (t = thickness of the RPV wall)

* Category 3 - embedded flaws - fully elliptic geometry with inner crack tip located between
1/8t and 3/8t from the inner surface

13



3.3 FAVOR PFM Module (FAVPFM)

The FAVOR PFM model is based on the Monte Carlo technique, where deterministic fracture

analyses are performed on a large number of stochastically generated RPV trials or realizations. Each

vessel realization can be considered a perturbation of the uncertain condition of the specific RPV

under analysis. The condition of the RPV is considered uncertain in the sense that a number of the

vessel's properties along with the postulated flaw population have uncertainties associated with them.

These input uncertainties are described by statistical distributions. The RPV trials propagate the input

uncertainties with their interactions through the model, thereby determining the probabilities of crack

initiation and through-wall cracking for a set of postulated PTS events at a selected time in the

vessel's operating history. The improved PFM model also provides estimates of the uncertainties in

its outputs in terms of discrete statistical distributions. By repeating the RPV trials a large number of

times, the output values constitute a random sample from the probability distribution over the output

induced by the combined probability distributions over the several input variables [46].

The assumed fracture mechanism is stress-controlled cleavage initiation (in the lower-transition-

temperature region of the vessel material) modeled under the assumptions of linear-elastic fracture

mechanics (LEFM). The failure mechanism by through-wall cracking is the prediction of sufficient

flaw growth either (1) to produce a net-section plastic collapse of the remaining ligament or (2) to

advance the crack tip through a user-specified fraction of the wall thickness. Flaw growth can be due

to either cleavage propagation or stable ductile tearing. In addition, if the conditions for unstable

ductile tearing are satisfied, then vessel failure by through-wall cracking is assumed to occur.

The Monte Carlo method involves sampling from appropriate probability distributions to simulate

many possible combinations of flaw geometry and RPV material embrittlement subjected to transient

loading conditions. The PFM analysis is performed for the beltline of the RPV, usually assumed to

extend from one foot below the reactor core to one foot above the reactor core. The RPV beltline can

be divided into major regions such as axial welds, circumferential welds, and plates or forgings that

may have their own embrittlement-sensitive chemistries. The major regions may be further

discretized into subregions to accommodate detailed neutron fluence maps that can include

significant details regarding azimuthal and axial variations in neutron fluence. The general data

streams that flow through the FAVPFM module are depicted in Fig. 5.
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Flaw PFM Input
Characterization
Files 0 Embrittlement

* Embedded flaws in welds FAVLoad Output Map (Cu, Ni, P,
0 Embedded flaws in plates fo, RTNDTo )

I. cp parameters
* Surface flaws in plates/welds / for sampling

I distributions

FAVPFM Module

Vessels (j) 1 Vessels(j

PFMI Array: PFMF Array:
ConditionalConditional

Z Probability of Probability of
Crack Initiation Through

____ ____ ___ Cracking

Fig. 5. The FAVPFM module takes output from FAVLoad and user-supplied data on flaw
distributions and embrittlement of the RPV beltline and generates PFMI and PFMF
arrays.

As shown in Fig. 5, the FAVPFM module requires, as input, load-definition data from FAVLoad and

user-supplied data on flaw distributions and embrittlement of the RPV beltline. FAVPFM then

generates two matrices: (1) the conditional probability of crack initiation (PFMI) matrix and (2)

conditional probability of through-wall cracking (PFMF) matrix. The (i,j)th entry in each array

contains the results of the PFM analysis for thejth vessel simulation subjected to the ith transient.

Current PTS regulations are based on analyses from PFM models that produced a Bernoulli sequence

of boolean results for cleavage fracture initiation and RPV failure by through-wall cracking; i.e., the

outcome for each RPV trial in the Monte Carlo analysis was either crack initiation or no crack

initiation and either failure or no failure. The conditional probability of initiation, P(!E), was

calculated simply by dividing the number of RPV trials predicted to experience cleavage fracture by

the total number of trials. Similarly, the conditional probability of failure, P(f[E), was calculated by

dividing the number of RPV trials predicted to fail by the total number of trials. The final results were

discrete values for P(!]E) and P(-lE), without any quantification of the uncertainty in the solution.

The improved PFM model in the new FAVPFM (v04.1) module provides for the calculation of

discrete probability distributions of RPV fracture and failure along with the estimation of

uncertainties in the results. In this improved PFM model, values for the conditional probability of

initiation (0•< CPI < 1 ) and conditional probability of failure (0 _ CPF _ 1) by through-wall cracking

are calculated for each flaw subjected to each transient.
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3.3.1 FAVPFM Flowchart

Figure 6 is a flowchart illustrating the essential elements of the nested-loop structure of the PFM

Monte Carlo model - (1) RPV Trial Loop, (2) Flaw Loop, (3) Transient Loop, and (4) Time-

integration Loop. The outermost RPV Trial Loop is indexed for each RPV trial included in the

analysis, where the number of RPV trials is specified by the user in the FAVPFM input stream. Since

each RPV trial can be postulated to contain multiple flaws, the next innermost loop (the Flaw Loop)

is indexed for the number of flaws for this trial. Each postulated flaw is positioned (through sampling)

in a particular RPV beltline subregion having its own distinguishing embrittlement-related

parameters. Next, the flaw geometry (depth, length, aspect ratio, and location within the RPV wall) is

determined by sampling from appropriate distributions derived from expert judgment [47] and non-

destructive and destructive examinations [48-50] of RPV steels. Each of the embrittlement-related

parameters [nickel (an alloying element), copper and phosphorus (contaminants), neutron fluence,

and an estimate of the epistemic and aleatory uncertainties in the unirradiated RTNDTo] are sampled

from appropriate distributions.' The neutron fluence is attenuated to the crack-tip location, and a

value for the irradiated reference index, RTNDT (serving as a quantitative estimate of radiation

damage), is calculated.

A deterministic fracture analysis is then performed on the current flaw for each of the postulated PTS

transients; thus, the deterministic component of the analysis involves two inner nested loops - a

Transient Loop and a Time-integration Loop. The temporal relationship between the applied Mode I

stress intensity factor (K1 ) and the static cleavage fracture initiation toughness (Kzc) at the crack tip is

calculated at discrete transient time steps. The fracture-toughness, K1c, statistical model is a function

of the normalized temperature, T(r) - RTNDT, where T(r) is the time-dependent temperature at the

crack tip. Analysis results are used to calculate the conditional probability of crack initiation (CPI)2,

i.e., the probability that pre-existing fabrication flaws will initiate in cleavage fracture. Also, the PFM

model calculates the conditional probability of failure (CPF)2 by through-wall cracking, i.e., the

probability that an initiated flaw will propagate through the RPV wall. These probabilities are

conditional in the sense that the transients are assumed to occur and that the postulated flaws do in

fact exist. In the treatment of multiple flaws to be discussed in Sect. 3.3.10, the values of CPI and

CPF calculated for individual flaws become the statistically independent marginal probabilities used

in the construction of the joint conditional probabilities of initiation and failure.

The details of the protocols and statistical distributions for all sampled parameters are given in Chapter 4.
2 The notations of CPI and CPF are used here rather than the older P(!jE) and P(FIE) notations in order to

highlight the fact that a new PFM methodology is being applied.
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Fig. 6. Flow chart for improved PFM model implemented in FAVPFM showing the four
primary nested loops - (1) RPV Trial Loop, (2) Flaw Loop, (3) Transient Loop, and
(4) Time Loop. Note: ++ notation indicates increment index by 1, e.g., i++ means i-i+l.
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Great care was taken in the construction of the nested-loop structure shown in Fig. 6 to preclude the

introduction of a bias in the results due to the arbitrary ordering of the transients. In other words, for a

given RPV trial, flaw, and transient, the same value of CPI and CPF will be calculated irrespective of

the position of the transient (or the number of transients) in the load-definition transient stack. This

objective was accomplished by confining all random sampling to the sampling block located at the

point of entry into the flaw loop. Any sampling required in the crack Initiation-Growth-Arrest

submodel3 draws from sets of random number sequences derived in the sampling block. These set-

aside random number sequences remain fixed for the current flaw and are reset to the start of the

sequence as each transient is incremented in the Transient Loop. New random number sequences are

constructed (resampled) for each increment in the Flaw Loop. The above approach involves an

implementation of a variance reduction technique called common random numbers (CRN) which, in

the terminology of classical experimental design, is a form of blocking. CRN has also been called

correlated sampling or matched streams in some statistical simulation contexts [51].

3.3.2 Beltline Configurations and Region Discretization

The FAVOR code provides the capability to model the variation of radiation damage in the beltline

region of an RPV with as much detail as the analyst considers necessary. In this section, a description

of the beltline region is given, focusing on those aspects that are relevant to a FAVOR PFM analysis.

The beltline region of an RPV is fabricated using either forged-ring segments or rolled-plate segments

[4]. The vessels are typically constructed of a specialty pressure vessel ferritic steel (e.g., A533-B,

Class 1 plate or A508, Class 2 forging) as the base material. The heavy-section steel wall is lined with

an internal cladding of austenitic stainless steel. Vessels made with forgings have only circum-

ferential welds, and plate-type vessels have both circumferential welds and axial welds, as shown in

Fig. 7. Therefore, beltline shells of a plate-type vessel contain three major region categories to model:

(1) axial welds, (2) circumferential welds, and (3) plate segments. Only that portion of a weld that is

within the axial bounds of the core need be considered, because the fast-neutron flux (and thus the

radiation damage) experiences a steep attenuation beyond the fuel region. The extended surface

length of an axially oriented flaw in a plate segment is also limited by the height of the core but not

by the height of the shell course; therefore, the surface length of axial flaws in plate segments can be

greater than those in axial welds [4]. Circumferential flaws in circumferential welds can be assumed

to be limited by the full 360-degree arc-length of the weld. Due to the fabrication procedures for

applying the cladding on the inner surface of the vessel, FAVOR assumes all pre-existing surface-

3 As will be discussed in Chapter 4, resampling of weld chemistry is required in the through-wall crack growth
protocol as the crack front advances into a different weld layer.
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breaking flaws (in plate or weld subregions) are circumferential flaws. Embedded flaws can be either

axially or circumferentially oriented.

LONGITUDINAL
BELTLINE

WELD VOLUMES

BELTLINE
CIRCUMFERENTIAL

WELD VOLUME

BELTLINE
CIRCUMFERENTIAL

WELD VOLUME

1a) ROLLED AND WELDED BELTLINE SHELL

I
(b) WELDED-RING-FORGING BELTLINE SHELL

Fig. 7. Fabrication configurations of PWR beltline shells (adapted from [3]): (a) rolled-plate
construction with axial and circumferential welds and (b) ring-forging construction
with circumferential welds only.
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Given the above considerations, the beltline region in FAVOR is defined as that portion of the RPV

shell (including plate segments and welds) that extends from one foot below the bottom of the active

core to one foot above the core. It is this region of the RPV wall that is explicitly modeled in

FAVOR. As will be discussed in later sections, the assumption applied in the crack Initiation-

Growth-Arrest submodel is that all finite-length flaws (both surface-breaking and embedded)

instantly upon initiation become infinite-length flaws at depths corresponding to the locations of their

outer crack tips at the time of initiation. This assumption that there is lateral extension of finite flaws

before they extend through the vessel wall is supported by experimental observations made during

large-scale PTS experiments (discussed in Chapter 2) conducted at ORNL in the 1980s.

Figure 8 shows a typical rollout section of the beltline region. The user is required to discretize

(subdivide) the beltline into several major regions that contain plates (or forgings), axial welds, and

circumferential welds. These major regions are further discretized into subregions for greater

resolution of the variation in radiation-induced embrittlement. An embrittlement-distribution map is

defined in the input data for FAVPFM using these major region and subregion definitions.

3.3.3 Treatment of the Fusion-Line Along Welds

The discretization and organization of major regions and subregions in the beltline includes a special

treatment of weld fusion lines These fusion lines can be visualized as approximate boundaries

between the weld subregion and its neighboring plate or forging subregions. FAVOR checks for the

possibility that the plate subregions adjacent to a weld subregion could have a higher degree of

radiation-induced embrittlement than the weld. The irradiated value of RTNDT for the weld subregion

of interest is compared to the corresponding values of the adjacent (i.e., nearest-neighbor) plate

subregions. Each weld subregion will have at most two adjacent plate subregions. The embrittlement-

related properties of the most limiting (either the weld or the adjacent plate subregion with the highest

value of irradiated RTNDT) material are used when evaluating the fracture toughness of the weld

subregion. These embrittlement-related properties include the unirradiated value of WTNDTO, the fast-

neutron fluence, 9R, product form, and chemistry content, Nu, Ri, and P wt %, as discussed in

Steps 3 and 4 and Eqs. (120) and (121) of Sect. 4.5. Flaw type and pre- and post-initiation orientation

(see Sect. 3.3.8 and Table 3) of flaws are not transferred from a dominant plate subregion to a weld

subregion.
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Fig. 8. FAVOR uses a discretization of the RPV beitline region to resolve the variation in
radiation damage in terms of plate, axial weld, and circumferential weld major regions
which are further discretized into multiple subregions.

For the Ductile Tearing Model No. 2, implemented in FAVOR, v03.1 (see the discussion in

Sect. 3.3.11), a second weld-fusion-line dependency structure is created based on the irradiated upper-

shelf energy, USE. This weld-fusion-line dependency structure for sampling ductile-tearing properties

is independent of the embrittlement-related dependency structure discussed above. For Ductile-

tearing Model No. 2, the ductile-tearing-related properties of the most limiting (either the weld or the

adjacent plate subregion with the lowest value of irradiated USE) material are used when evaluating

ductile-tearing of a flaw located in the weld subregion. As with the embrittlement-related weld-

fusion-line treatment, the flaw type and pre- and post-initiation orientation of flaws are not transferred

from a dominant plate subregion to a weld subregion. Ductile-Tearing Model No. 1, implemented in

FAVOR, v04. 1, this second weld-fusion-line dependency structure for sampling ductile-tearing

properties is not required.

For those conditions in which plate embrittlement properties are used to characterize the weld

subregion fracture toughness, the weld chemistry re-sampling protocols continue to be applied.
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3.3.4 Warm Prestressing

Experimental evidence for the warm prestressing (WPS) effect in ferritic steels was first reported

almost 40 years ago [52]. Since then, this phenomena has been the subject of extensive research; e.g.,

see [53-62]. The technical basis for the inclusion of warm prestressing effects in FAVOR is presented

in detail in [63]. The following is a summary of the discussion in [63].

The WPS phenomena can be characterized as an increase in the apparent fracture toughness of a

ferritic steel after first being "prestressed" at an elevated temperature. Three mechanisms have been

identified [53, 57, 61] to produce the WPS phenomena:

1. Preloading at an elevated temperature work-hardens the material ahead of the crack tip. The
increase in yield strength with decreasing temperature "immobilizes" the dislocations in the
plastic zone [55,56]. Consequently, an increase in applied load is needed for additional plastic
flow (a prerequisite for fracture) to occur at the lower temperature.

2. Preloading at an elevated temperature blunts the crack tip, reducing the geometric stress
concentration making subsequent fracture more difficult.

3. Unloading after or during cooling from the elevated WPS temperature down to a reduced
temperature produces residual compressive stresses ahead of the crack tip. The load applied
at the reduced temperature must first overcome these compressive stresses before the loading
can produce additional material damage and possibly fracture. The residual compressive
stresses associated with the unloaded initial plastic zone can be viewed as protecting the
crack tip, since higher applied loads are required to achieve a given level of crack driving
force compared to the condition before preloading [59].

Heretofore, probabilistic fracture mechanics calculations performed in the United States have

typically not included the WPS phenomena as a part of the PFM model. This omission was based on

the following considerations:

1. Thermal-hydraulic (TH) transients were often represented as smooth temporal variations of
both pressure and coolant temperature; however, data taken from operating nuclear power
plants demonstrate that actual overcooling events are not necessarily so well behaved. This
non-smoothness of these fundamental mechanical and thermal loads created the possibility
that, due to short-duration time-dependent fluctuations of pressure and/or coolant
temperature, the criteria for WPS might be satisfied by the idealized transient but not satisfied
by the real transient.

2. Previous PRA models of human reliability (HR) were typically not sufficiently sophisticated
to capture the potential for plant operators to repressurize the primary coolant system as part
of their response to an RPV-integrity challenge. Since such a repressurization would largely
nullify the benefit of WPS, it was viewed as nonconservative to account for WPS within a
model that may also ignore the potentially deleterious effects of operator actions.

FAVOR, v04.1, addresses both of these concerns by allowing as input data (1) more realistic and

detailed representations of the postulated PTS transients and (2) more sophisticated PRA/HR models

that explicitly consider both acts of omission and commission on the part of plant operators.
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The FAVOR WPS-modeling option implements the conservative WPS principle first proposed by

McGowan [54]. This principle states that for cleavage crack initiation to be possible the following

criteria must be met: (1) the applied-K, at the crack tip must exceed some minimum value of KI, and

(2) the applied-K, must be increasing with time (i.e., dK //dr > 0) when the load path first enters the

finite K1, probability space. Equivalently, a flaw is assumed by FAVOR to be in a state of WPS when

either of the two following conditions are met:

1. the time-rate-of-change of the applied-K, is nonpositive (dK, / dr 0 ), or

2. the applied K, is less than the maximum K, experienced by the flaw up to the current time in
the transient, where this K(,...x) must be greater than the current value of Km(min) as defined by
the location parameter of the statistical model (to be discussed in Sect. 3.3.7) for cleavage-
fracture initiation.

Figures 9a and b present an example of a PTS transient (Fig. 9a) applied to a flaw with its resulting

load path (Fig. 9b). At Point 1 in Fig. 9b, the load path for the flaw enters finite K1, probability space,

and, shortly thereafter, dKi / dr becomes negative. The flaw is in a state of WPS from Point 1 to

Point 2. At Point 2, the applied-K, at the crack tip exceeds the current Ki(max) (established at Point 1).

Along the load path between Points 2 and 3, the flaw is no longer in a state of WPS and has a finite

probability of crack initiation. At Point 3, a new Ki(max) is established, and, since dK, /dr 0 or K, <

Km,,,,) for the remainder of the load path, the flaw returns to and remains in a state of WPS. While the

WPS condition is in effect, the instantaneous conditional probability of initiation, cpi(v), for the flaw

is set to zero, even though the applied K, of the flaw is within the finite KI, probability space

(K, > Kl•,,i,,)). To assess the impact of including WPS in the analysis, WPS has been implemented in

FAVOR as a user-set option, thus allowing cases to be run with and without WPS effects.

If the WPS option is activated, the applied K, of an arrested flaw must also be greater than the

previous maximum K, (of the arrested flaw geometry since the time of the arrest) for the flaw to

reinitiate.
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Fig. 9. Example of warm prestressing: (a) loading history with pressure applied to the inner
surface and the temperature at the crack tip, (b) load path for a flaw showing two WPS
regions. (cpi is the instantaneous conditional probability of initiation).
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3.3.5 Probability Distributions

The sampled variables used in FAVPFM are drawn from a range of specified statistical distributions.

The following presents general information about these distributions including, the form of their

probability density function (PDF), cumulative distribution function (CDF), first and second

moments, and sampling methods used in FAVOR. The notation Xi <- N(/,o-) signifies that a

random variate is drawn as a sample from a population described by the specified distribution. In this

example, the population is described by a two-parameter normal distribution with mean, pU, and

standard deviation, a-. Other distributions applied in FAVOR include the standard uniform

distribution for a unit open interval, U(O,1); the two-parameter lognormal distribution, A(,ulog, O-4og) ;

the three-parameter Weibull distribution, W(a,b,c); and the two-parameter logistic distribution,
L(a,)6).

A standard uniform distribution on the interval U(0,1) is the starting point for all of the transformation

methods that draw random variates from nonuniform continuous distributions. A uniform distribution

is defined by the following:

Uniform Distribution - U(a,b)

0 x<a

PDF: fu(xa,bb)= I a< x<_b

fU~~ab)=b0 x>b

0 x<a

CDF: Pr(X < rx)= F(xj a,b)= x-a

I x>b

Moments:
a+b

Mean 2 -
2

Variance U2 _ (b - a)2

12
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Sampling from a two-parameter Uniform Distribution: Ui <- U (0, 1)

Sampling from a standard uniform distribution, U(0,1), is accomplished computationally with a

Random Number Generator (RNG). A portable random number generator [64-66], written in Fortran,

has been implemented and tested in FAVOR. This portable generator, based on a composite of two

multiplicative linear congruential generators using 32 bit integer arithmetic, has a reported theoretical

minimum period of 2.3 x 1018. This implementation was successfully tested by the HSST Program at

ORNL for statistical randomness using the NIST Statistical Test Suite for Random and

Pseudorandom Number Generators [67].

Normal Distribution - N(,u, a-)

PDF: f, (x u, -) = exp 2_ -02<x<+0

CDF: Pr(X x)=c(D(z)= -expK- d ; z= X ,a; -oo<x<+00

Moments:

Mean It

Variance a_2

Sampling from a two-parameter Normal Distribution: Xi <- N(p, a)

Earlier versions of FAVOR used the Box-Muiller Transformation Method [68-70] to sample from a

standard normal distribution, N(0,1). Beginning with FAVOR, v04.1, the more computationally

efficient Forsythe's method (as extended by Ahrens and Dieter [71]) for sampling from a standard

normal distribution has been implemented. The sampled standard normal deviate, Zi, is then scaled

to the required random nonnal deviate with mean, pL, and standard deviation, a_, by.

Zi +-- N(0,1)

Xi = Zia_ +

The extended Forsythe's method is computationally very efficient; however, one problem with the

method is that there is no direct connection between the standard normal deviate and its associated

p-value in the normal cumulative distribution function. When this relationship between the p-value

and the deviate is required, an alternative method for expressing the inverse of a standard normal
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CDF (also known as a percentile function) is applied in FAVOR. The following rational function [72]

represents an accurate approximation of the standard normal percentile function:

p forp <-
2

1-p forp_21 2
y= -21n(x)

Zp =sgn p- y +aly+a 2 +a 3 y +a 4 y
yP2)bY bl + by+b2y 2 + b3y

3 + b4y 4

(2)

where

sgn(x) = -1 ifx<0
1+1 ifx_0

and the coefficients of the rational function are:

ao = -0.3222324310880000

a, = -1.0000000000000000

a 2 = -0.3422420885470000

a3 =-0.0204231210245000

a4 = -0.0000453642210148

b0= 0.0993484626060

b, = 0.5885815704950

b2 = 0.5311034623660

b= 0.1035377528500

b4= 0.0038560700634

The standard normal deviate is then scaled to obtain the required quantile

XP = z P U+/ (3)

Lopnormal Distribution - A (Plog '-logg)

PDF: fA (XI/llog, clog)

* x<0

*0<X<00

CDF: Pr(X < x) = D(z)= {_A

P = exp llog + u- --

0

z~I X 2 Plox-Jx d ; z= -o, 0<x<oo
fj <2) 7log

x<0

Moments:

Mean
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Variance a-2 = o(co-1) exp( 2,ulog); co = exp(o2g)

Sampling from a two-parameter Lognormal Distribution: Xi +- A(/.og,o-log)

The log-transformed deviate is sampled from a normal distribution with mean equal to the lognormal

mean, /,,lg, and standard deviation equal to the lognormal standard deviation, o-log The log-

transformed deviate is then converted into the required random deviate by the exponential function.

Yi +N(/log,' log) (4)

Xi =exp(Yi)

Weibull Distribution - W(a,b,c)

(a = location parameter, b = scale parameter, c = shape parameter)

PDF: f,(xja,b,c) =
by- exp(-y; (y=(x-a)/b,x>a,b,c>O)

CDF: Pr(X<-x)=F,(xIa'bc) exp _yC (y=(x-a)/b,x>a, b,c> 0)

Moments:

Mean p=a+brF 1+

Variance 0-2 =b2 LF I+2)_F2 1+1)]

where F(x) is Euler's gamma function.

Sampling from a three-parameter Weibull Distribution: Xi <- W(a,b,c)

A random number is drawn from a uniform distribution on the open interval (0,1) and then

transformed to a Weibull variate with the Weibull percentile function.

Ui <-- U(O, 1)

X( = a + b[-In(1-Ui)5)
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Lo2istic Distribution L(a,fl)

PDF:

CDF:

fLx~~/)=i 2 ; -00<X<0O

Pr(X <x) = FL(x~aI) z=exp[-(- )], -cxc<x<00
1+z LK8)

,u=a

3

Moments:

Mean

Variance

Sampling from a two-parameter Logistic Distribution Xi <- L(a,/3)

A random number is drawn from a uniform distribution on the open interval (0,1) and then

transformed to a logistic variate by the logistic percentile function.

Ui <- U(0, 1)

XF =ah,81 jn 1 d

Figure 10 gives examples of PDFs for each of these continuous probability distributions.

(6)

a.

0.5=

0.4

0.3

0.2,

01-

Ntia) - Normal
L(Qa,) - Logistic

N(O, 1)

L(O, 1)

a

3
U

0.

1.2--

0.8

0.6i

0.4

0.2

U(a,b) -Uniform
W(a,b,c) - Weibull

U(0,1) :t a, ) - Lognormal

WA,1, 2)

.\(0,1)

-6 4 2 0 2 4 6 0 0.5 1 1.5 2 2.6

(a) Random Deviate Wm•'° I t (b) Random Deviate I'V1 K2

Fig. 10. Example probability density functions for (a) normal and logistic and (b) uniform,
Weibull, and lognormal continuous distributions.

p•t,
3
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3.3.6 Truncation Protocol

When sampling physical variables from statistical distributions, it is sometimes necessary to truncate

the distribution to preclude the sampling of nonphysical values. When truncation is required in

FAVOR, the truncation bounds, either symmetric or one-sided, are explicitly stated in the sampling

protocols presented in Chapters 3 and 4. The truncation rule applied in FAVOR requires a sampled

variable that exceeds its truncation bounds to be replaced by the boundary value. This exception-

handling protocol ensures that the integrated area under the truncated probability density function

remains equal to unity; however, the shape of the resulting sampled density distribution will have a

step-function rise at the truncated boundaries.

3.3.7 Conditional Probability of Initiation (CPI)

As discussed above, a deterministic fracture analysis is performed by stepping through discrete

transient time steps to examine the temporal relationship between the applied Mode I stress intensity

factor (Ks) and the static cleavage fracture initiation toughness (Ksc) at the crack tip. The

computational model for quantification of fracture-toughness uncertainty has been improved (relative

to the models used in the 1980s to derive the current PTS regulations) in three ways: (1) the Ks, and

Kso databases were extended by 84 and 62 data values, respectively, relative to the databases in the

EPRI NP-719-SR 4 report [73]; (2) the statistical representations for Ks, and K10 were derived through

the application of rigorous mathematical procedures; and (3) a method for estimating the epistemic

uncertainty in the transition-reference temperature was developed. Bowman and Williams [74]

provide details regarding the extended database and mathematical procedures employed in the

derivation of a Weibull distribution for fracture-toughness data. Listings of the extended ORNL 99/27

KI, and Kl,, database are given in Appendix C. A Weibull distribution, in which the parameters were

calculated by the Method of Moments point-estimation technique, forms the basis for the new

statistical model of Km,. For the Weibull distribution, there are three parameters to estimate: the

location parameter, a, of the random variate; the scale parameter, b, of the random variate; and the

shape parameter, c. The Weibull probability density,fiv, is given by:

£(xlaebpc) = (7yC-1 exp(-yc); (y=(x-a)/b,x>a,b,c>0)

where the parameters of the K, distribution are a function of RTRELA TIVE"

4 The fracture-toughness database given in EPRI NP-719-SR (1978) [73] served as the technical basis for the
statistical KI, / KIa distributions used in the IPTS studies of the 1980s.
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aK,• (RTRELATIVE) = 19.35 + 8.335exp[0.02254(WTRELATIVE)] [ksii/n.]
r-7 I" ~~r 7 I r"'-

bK,(ATRELATIVE) =15.61+50.132expO.008(NTpELATIvE)] [ksi,,in.] (8)

c -=4

where RTRELATIVE = (T(t) - WINDT) in 'F. The curve, "•[ ", above a variable indicates that it is a

randomly sampled value. The details of the development of Eq. (8) will be given in Chapter 4 along

with a discussion of the sampling methods for W"NDT .

For each postulated flaw, a deterministic fracture analysis is performed by stepping through the

transient time history for each transient. At each time step, r , for the ith transient andjth RPV trial,

an instantaneous cpi( )(ij.k) is calculated for the kth flaw from the Weibull KI, cumulative distribution

function at time, r, to determine the fractional part (or fractile) of the distribution that corresponds to

the applied K,{r")(ij.k):

Pr(Kic • K,(rn)(ij,k)) = cpi(r)(ij,k)

0 ; KI (r)(ij,k) • aK,

(9)

I-exp -aK j t ; KI(-n)(ij,k) >aK,El K, I

Here, cpi(rv)(ij.k) is the instantaneous conditional probability of initiation at the crack tip at time r

Figure 11 illustrates the interaction of the applied K, time history and.the Weibull KI, distribution for

an example case, in which an embedded flaw 0.67-in. in depth, 4.0-in. in length, with the inner crack

tip located 0.5-in. from the inner surface, is subjected to a severe PTS transient. The RTNDT of the

RPV material is 270 'F. A Weibull distribution, as a lower-bounded continuous statistical distri-

bution, has a lower limit (referred to as the location parameter, aK,, ) such that any value of K, below

the location parameter has a zero probability of initiation. As described in Fig. 11, the applied KI must

be greater than the local value of aK, before cpi > 0. The region designated as cpi > 0 in the figure

represents the finite probability Kic initiation space, and outside of this region cpi = 0.
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Fig. 11. Interaction of the applied K, time history and the Weibull KI, statistical model for a
postulated flaw.
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Table 2. Illustration of Computational Procedure to Determine CPI and CPF for a
Postulated Flaw (Warm Prestress Not Included)

T•,•cT y.- . )i.: -- A b("" . ( •, ._• '.:-cf,•..

8 360.68 270.0 90.68 83.70 1 119.16 4 50.90 0 I 0 0 O 0 0

10 328.28 1270.0 58.28 50.35 1 955F 4 55.70 9.82E-06 19.8 2E0_O6 '0 0 T 0
12 302.18 1 270.0 32.18 36.57 80.46 1 4 59.20 6.24E-03 j 6.23E-03 0.20 j 0.0012 0.0012

14 281.48 270.0 1 11.48 30.15 1 70.56 I 4 61.00 3.59E-02 2.96E-02 0.25 0.0074 0.0087

16 264.74 270.0 -5.26 26.75 F 63.68 4 61.80 8.77E-02 5.18E-02 0.30 0,0155 T 0.0242

18 251.24 270.0 -18.76 24.81 58.76 j 4 61.70 1.44E-01 .62E- 0.40 0,0225 1 0.0467

20ff 240.44 270.0 -29.56 23.63 55.18 4 61.10 1.91E-0 I 4.76E-02 0.50 0,0238 0.0705

22 231.62 270.0 -38.38 22.86 52.49 1 4 60.10 2.24E-0 I 3.24E-02 0.60 0,0194 0.0899

24 224.24 270.0 -45.76 22.32 50.37 4 58.80 2.40E-01 I 1.66E-02 1 0.70 0.0116 1 0.1015

26 218.12 270.0 1 -51.88 21.94 48.71 1 4 57.30 2.42E-01 2.04E-03 0.80 0,0016 0.1031

Notes:
cpi(r") - instantaneous conditional probability of initiation
Acpi(r") - incremental change in instantaneous conditional probability of initiation
P(.blI) - the number of flaws that propagated through the wall thickness divided by the total number of
initiated flaws
Acpjl r n) :P(FJI) x Acpi(t")

cpAT") instantaneous conditional probability of failure by through-wall cracking
CPI = sup-norm5 of the vector {cpi( r ")}
CPF sup-norm of the vector {cpfl r") }
The transient index, i, RPV trial index,j, and flaw index, k, are implied.

Table 2 summarizes results of the PFM model for the postulated flaw. The transient index, i, RPV

trial fndex, j, and flaw index, k, are implied for all variables. The column headed cpi(r") is the

instantaneous value of the conditional probability of initiation determined from Eq. (9) (see Fig. 12).

The next column headed Acpi (r") is the increase in cpi(r") that occurred during the discrete time

step, A r ", as illustrated in Fig. 13. The current value of CPI(ij.k) is

CPI(i'jk) cpi(rIm)} (ij,k) [0 for 1 • m • n (10)

For the example flaw in Table 2, CPI = 0.242 occurs at a transient time of 26 minutes. The last three

columns in Table 2 are used in the determination of the conditional probability of vessel failure, CPF,

by through-wall cracking, as will be discussed below.

5 the sup-norm is the maximum-valued element (in absolute value) in the vector
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Fig. 12. The parameter cpi(r)(ij,,k) is the instantaneous conditional probability of initiation
(cleavage fracture) obtained from the Weibull K1 c cumulative distribution function.
CPI(4,k) is the maximum value of cpi(4)(ij,k)- (Note: i = transient index, j = RPV trial
index, and k = flaw index)
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Fig. 13. Acpi(Tf)(ijk) is the increase in cpi(f)(ijk) that occurs during each discrete time step.
When the maximum value of cpi(O)(ijk) is reached, negative values of Acpi(T')(jjk) are
set to zero. (Note: i = transient index,j = RPV trial index, and k = flaw index)
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3.3.8 Post-Initiation Flaw Geometries and Orientations

A flaw that initiates in cleavage fracture is assumed to become an infinite-length inner surface-

breaking flaw, regardless of its original geometry (see Fig. 14). This assumption is consistent with the

results of large-scale fracture experiments in which flaws, initiated in cleavage fracture, were

observed to extend in length before propagating through the wall thickness [75]. For example, a

circumferentially oriented semi-elliptical surface-breaking flaw ½-inch in depth is assumed to

become a ½-inch deep 360-degree circumferential flaw. An embedded flaw ½-inch in depth with its

inner crack tip located at ½-inch from the RPV inner surface becomes a 1-inch deep infinite-length

flaw, since it is assumed that an initiated embedded flaw first propagates through the clad, thus

becoming an infinite-length surface-breaking flaw before advancing into the vessel wall.

All surface-breaking semi-elliptic flaws in FAVOR are assumed to be pre-existing fabrication flaws

that are circumferentially oriented; see Table 3. This restriction is based on the assumption that

Category 1 flaws were created during vessel fabrication, as the austenitic stainless-steel cladding was

being applied to the inner surface of the vessel. This assumption introduces a preferred orientation for

these flaws. Embedded flaws may be oriented either axially or circumferentially. Upon initiation, the

transformed infinite-length flaws retain the orientation of the parent initiating flaw.

Table 3. Applied Flaw Orientations by Major Region

iQ -0Ei_71rr ttlaw t oe •0O§ J
axial weld circumferential axial axial

circumferential weld circumferential circumferential circumferential
plate/forging circumferential axial/circumferential* axial/circumferential*

Flaw Category 1 - surface-breaking flaw

Flaw Category 2 - embedded flaw in the base material between the clad/base interface and Y8 t
Flaw Category 3 - embedded flaw in the base material between X t and Y8 t
*Flaw Categories 2 and 3 in plates/forgings are equally divided between axial and circumferential orientations
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Before Initiation " 'a- After Initiation
1/4 t /2 t 3/4 f 1 1/4 t 1V2 3/41 t

Fig. 14. At the time of initiation, the three categories of flaws are transformed into infinite-
length flaws: (a) Category 1 semi-elliptic surface-breaking circumferential flaws become
360 degree circumferential flaws, (b) and (c) Category 2 and 3 embedded flaws become
inifinite-length axial or 360 degree circumferential flaws at the same depth. Category 1
flaws are only oriented in the circumferential direction.
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3.3.9 Conditional Probability of Failure (CPF) by Through-Wall Cracking

A flaw that has initiated in cleavage fracture has two possible outcomes for the time remaining in the

transient. The newly-formed infinite-length flaw either propagates through the entire wall thickness

causing RPV failure by through-wall cracking, or it experiences a stable arrest at some location in the

wall. In either case, the advancement of the crack tip through the RPV wall may involve a sequence

of initiation / arrest / re-initiation events as discussed in the following section. In the discussion in

this section, the transient index, i, RPV trial index,j, and flaw index, k, are implied for all variables.

They have been left off to simplify the notation.

Table 2 summarizes the calculation of RPV failure in the improved PFM model. The column headed

P(F I I) is the conditional probability of failure given initiation; P(F I) is equal to the fraction of

initiated flaws that propagate through the wall thickness causing RPV failure. At the current time, r",

the increment in the conditional probability of failure, Acpft r"), is the product of P(F I I) and

Acpi(r"). The instantaneous value of the conditional probability of failure at time r", cpJr"), is

therefore

cpf(rn) = £ P(F 1 I) x Acpi(r"') = £ Acpf(r"') (11)
in=l n2=l

where nmax is the time step at which the current value of CPI occurred, i.e., the time at which the

maximum value of cpi(r) occurred.

The fraction of flaws that would fail the RPV is determined (at each time step for each flaw) by

performing a Monte Carlo analysis of through-wall propagation of the infinite-length flaw. In each

analysis, the infinite-length flaw is incrementally propagated through the RPV wall until it either fails

the RPV or experiences a stable arrest. In each analysis, a K10 curve is sampled from the lognormal

K10 distribution (to be discussed). The applied KI for the growing infinite-length flaw is compared to

KI1 as the flaw propagates through the wall. If crack arrest does not occur (KI>_ KIo), the crack tip

advances another small increment, and again a check is made for arrest. If the crack does arrest (K1 -•

K10), the simulation continues stepping through the transient time history checking for re-initiation of

the arrested flaw. At the end of the Monte Carlo analysis, P(/I!) is simply the number of flaws (that

initiated at time r") that propagated through the wall thickness causing RPV failure, divided by the

total number of simulated flaws. See Sect. 3.3.12 for details of the Initiation-Growth-Arrest (IGA)

submodel.

The sip-norm of the vector {cpJ(r")}, CPF, occurs at the same time step as the CPI. In Table 2, for

the example flaw, CPF is 0.103 and occurs at a transient elapsed time of 26 minutes.
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3.3.10 Multiple Flaws

The technical basis for the treatment of multiple flaws in the beltline region of an RPV is given in

[76,77]. For each jth RPV trial and ith transient, the process described above is repeated for all

postulated flaws, resulting in an array of values of CPI(ijk), for each kth flaw, where the value of

CPI(ij~k) is the sup-norm of the vector {cpi(T")(ij.k)} (0.242 for the example in Table 2).

If CPI(ij I) is the probability of initiation of a flaw in an RPV trial that contains a single flaw, then

(1-CPI(ij, 1)) is the probability of non-initiation. If CPI(ij.1) and CPI(ij.2) are the marginal probabilities

of initiation of two flaws in an RPV trial that contains two flaws, then (1 -CPI(ij. )) x (1 -CPI(iJ,2)) is the

total probability of non-initiation, i.e., the joint probability that neither of the two flaws will fracture.

This can be generalized to an RPV simulation with nflaw flaws, so that the total joint probability that

none of the flaws will initiate is:

Conditional probability nflaIc_
= 71 (1-CPl(i,j,k))

of non-initiation J k= 1 (12)

= (1 - CPI(iJ,) J)(1 - CPI(i,2))... (1 - CPI(ij,nflaw))

Therefore, for the ith transient and jth RPV trial with nflaw flaws, the total probability that at least

one of theflaws will fracture is just the complement of Eq. (12):

nflaw

CPI~pv(i,j) =1- 17 (I - CPl(,jk))
k=1 (13)

I 1- [(I - CPI(IJ1I)) (1 - CPI(1,J,2))* .. (1- CPI(i,j,)yla))]

The method described here for combining the values of CPI for multiple flaws in an RPV is also used

for combining the values of nonfailure to produce CPFs for multiple flaws.

3.3.11 Ductile-Tearing Models in FAVOR

Two ductile-tearing models have been implemented into FAVOR. Ductile-Tearing Model No. 1,

implemented in the FAVOR, v04. 1, is the recommended model to estimate the effects of ductile

tearing in the Initiation-Growth-Arrest model. Ductile-Tearing Model No. 2 was implemented in

FAVOR, v03. 1, and is retained in the current release for the purposes of backward compatibility with

previous analyses carried out using FAVOR, v03.1.

Ductile-tearing property data were obtained from the PTSE-1 [26] and PTSE-2 [27] studies carried

out in the late 1980s along with additional data collected in [82-84] and applied in the model

development. A summary of the major materials and data sources is presented in Table 4 along with

the chemistry composition and relevant ductile-tearing properties in Tables 5 and 6.
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Table 4. Sources for Ductile-Tearing Data [26, 27, 78, 79, 80, 116]

61-67W _ NUREGICR-3506
Midland Weld NUREG/CR-5736
P02, 68-71W NUREG/CR-4880

PTSE-1 Post Test NUREG/CR-4106
PTSE-2 Post Test NUREG/CR-4888

W8A & W9A NUREG/CR-5492

Table 5. Chemical Composition of Materials Used in the Ductile-Tearing Model
Development

<HSST.. - .' . Wei'V~Iii~'1D1> -. - 2 .I•otID.,.

1. 7 ffimig*y ý -FOPOSI Pa. !ýt,%,
,-.MA-- ".GU;..

Plate 02 (-) 0.230 1.550 0.009 0.014 0.200 0.040 0.670 0.530 0.140 0.003
Midland Beltine Linde 80 0.083 1.607 0.017 0.006 0.622 0.100 0.574 0.410 0.256 0.006
Midland Nozzle Linde 80 0.083 1.604 0.016 0.007 0.605 0.110 0.574 0.390 0.290 0.008

W8A Linde 80 0.083 1.330 0.011 0.016 0.770 0.120 0.590 0.470 0.390 0.003
W9A Linde 0091 0.190 1.240 0.010 0.008 0.230 0.100 0.700 0.490 0.390
68W Linde 0091 0.150 1.380 0.008 0.009 0.160 0.040 0.130 0.600 0.040 0.007
69W Linde 0091 0.140 1.190 0.010 0.009 0.190 0.090 0.100 0.540 0.120 0.005
70W Linde 0124 0.100 1.480 0.011 0.011 0.440 0.130 0.630 0.470 0.056 0.004
71W Linde 80 0.120 1.580 0.011 0.011 0.540 0.120 0.630 0.450 0.046 0.005
61W Linde 80 btwn A533B 0.090 1.480 0.020 0.014 0.570 0.160 0.630 0.370 0.280 0.005
62W Linde 80 btwn A508 0.083 1.510 0.160 0.007 0.590 0.120 0.537 0.377 0.210 0.010
63W Linde 80 btwn A508 0.098 1.650 0.016 0.011 0.630 0.095 0.685 0.427 0.299 0.011
64W Linde 80 btwn A508 0.085 1.590 0.014 0.015 0.520 0.092 0.660 0.420 0.350 0.007
65W Linde 80 btwn A508 0.080 1.450 0.015 0.015 0.480 0.088 0.597 0.385 0.215 0.006
66W Linde 80 btwn A508 0.092 1.630 0.018 0.009 0.540 0.105 0.595 0.400 0.420 0.009
67W Linde 80 btwn A508 0.082 1.440 0.011 0.012 0.500 0.089 0.590 0.390 0.265 0.007

Table 6. Summary of Ductile-Tearing Data Used in the Ductile-Tearing Model Development

. ..teril...Siz. Fluence ;Us A 9! 6e ivSznmiae, .'An,2-T.. _SE r -t.Sl68 fLueree. Teuija. , Avg.Tit.
l2, 2 _ _ __8-L1 Jf~bI'".~lD*.. ,1.6/ 0 ~ 'l~a- ,.. ~ ~(C) . -1 fJDf

.- 2.-0.-> _:f C- -- . r~~.)44IU 4 ~ 1-D61..~.IIi4
61W 0.n
61W 0.5
61W 0.8
61W 0.5
61W 4

61W 4

61W 1.6
61W 0.8
61W 0.5
61W 1.6
61W 0.8
61W 0.5
61W 0.5
61W 0.8

61W 1.6

61W 0.5
61W 0.5

61W 4
61W 1.6

61W 0.8

61W 4

61W 0.8

61W 0.5

0
0
0
0
0
0
0
0
0
0
0
0

1.1
1.3
1.6

1.1
1.2
1.2
1.4
1.1
1.4

75 142.3 h9
75 143.4 106
121 123.9 74
121 130.6 90
200 97.4 100
200 128.1 72
200 78.3 70
200 89.5 52
200 89.1 66
288 57.7 68
288 66. 1 47
288 75 53
288 76.5 53
121 103.1 51
121 83 41
121 76.4 22
200 96.4 60
200 52.4 38
200 63.6 31
200 69.5 44
200 61.3 30
288 46.4 15
288 44.6 17

62
62
62
62
62
62
62
62
62
62
62
62
62
52
52
52
52
52
52
52
52
52
5S

64W 0.5 0.582
64W 4 0.66
64W 4 0.64
64W 1.6 0.623
64W 1.6 0.671
64W 0.8 0.773
64W 0.5 0.672
64W 0.8 0.773
64W 0.5 0.672

177 119.1 36
200 78.7 50
200 94.9 49
200 57.3 46
200 80.2 50
200 101.9 31
200 99.4 23
288 46 15
288 66.3 1 I

75
75

75

75
75

75

75

75
7S

Mid-Bell NA
Mid-Belt NA

Mid-Belt NA

Mid-Belt NA

Mid-Belt NA
Mid-Bell NA
Mid-Belt NA

Mid-Belt NA
Mid-.ehl NA

0

0
0
0
0
0
0

0
o

21 167.4 71
21 116.4 84

21 131.4 76

21 164.7 70

150 133.4 41

150 125.1 44

150 141.1 60

288 86.4 32
7eR In 1 00

65
65
65
65
65
65
65
65
60

-- - - - - I-+§ - -___ - _ _
65W 1.6 0
65W 0.8 0
65W 0.5 0
65W 4 0
65W 0.8 0
65W 0.5 0
65W 4 0
65W 1.6 0
65W 0.8 0
65W 0.5 0
65W 4 0
65W 1.6 0
65W 1.6 0
65W 0.8 0
65W 0.5 0
65W 1.6 0.67
65W 0.8 0.744
65W 0.5 0.767
65W 4 0.74
65W 0.8 0.744
65W 0.5 0.629
65W 4 0.61
65W 1.6 0.62
65W 0.8 0.756
65W 0.5 0.629
65W 0.8 0.756
65W 0.5 0.767

132 123.4 12U
132 147.2 97
132 118.5 130
177 80.4 138
177 117.6 76
177 114.8 102
200 69.3 114
200 104.1 72
200 128.9 84
200 94.8 11I
288 120.1 73
288 71.9 73
288 74.2 69
288 73.5 56
288 83.8 69
132 106.2 77
132 113.6 54
132 110.3 48
177 53.1 89
177 104.8 45
177 114.7 47
200 85.6 61
200 70.4 56
200 91.5 41
200 107 54
288 41 23
288 43.9 32

Wil
108
108
108
108
108
108
108
108
108
108
108
108
108
108
72
72
72
72
72
72
72
72
72
72
72
72

Mid-NozZ NA
Mid-Nozz NA

Mid-Nozz NA
Mid-Nozz NA
Mid-Non NA

Mid-Nozz NA
Mid-Nozn NA

0
0
0
0
0
0
0

21 126.6 47
21 113.0 57
150 102.8 39
150 89.9 43
288 69.1 32
288 64.5 39
288 64.3 37

64
64
64
64
64
64
64

~t5 121.7 11962W 0.5
62W 1.6
62W 0.8
62W 0.5
62W 4
62W 0.8
62W 0.5
62W 4
62W 1.6
62W 1.6
62W 0.8
62W 0.5
62W 0.5
62W 4
62W 1.6
62W 0.8
62W 0.5
62W 0.5

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

75 121.7 119
149 114.5 124
149 150.1 139
149 91.4 99
177 107.6 154
177 160.3 115
177 101 94
200 145.5 140
200 154.4 117
200 128.7 133
200 150.8 99
200 78.4 83
200 113.8 87
288 87.3 112
288 101 118
288 93.8 59
288 83.6 59
288 85 84

93
93
93
93
93
93
93
93
93
93
93
93
93
93
93
93
93
93

Plate 02 NA
Plate 02 NA
Plate 02 NA
Plale 02 NA
Plate 02 NA
Plate02 NA
Plate 02 NA
Plale02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA
Plate 02 NA

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
o
0
0
0

50 117.3 197

50 189.9 164

50 191.8 154

50 205.1 141

50 218.9 153

121 111.0 156

121 137.1 178

121 161.7 147

121 168.3 133

121 171.4 138
204 132.1 118

204 134.7 99

204 139.2 115
204 140.4 113
204 181.0 too
286 111.8 81
288 112.1 73

288 118.1 92

288 121.9 73
286 132.6 6q

105
105
105

105
105
105
105

105
105
105

105
105
105
105
105
105
105

105
105
Ins

66W 0.5 0
66W 1.6 0
66W 0.8 0
66W 0.5 0
66W 0.8 0

100 94.4 41

200 67 55
200 103.6 50

200 73 42

288 73.8 40

76
76
76
76
76

68W NA

68W NA

68W NA

68W NA

68W NA

0

0
0

0
0

23 160.1 219
121 151.1 204

121 196.9 204

200 223.5 ill
288 121.3 132

14/
147

147

147
147
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Table 6. (cont.) Summary of Ductile-Tearing Data Used in the Ductile-Tearing Model
Development

Stt~ inSz -FluinOce. -Wmjiý, J,,, - At. Tk,AiT, USgj iliteO8jiIS.z -len ;; -Ag.UE -rtýa - - - - - -J ,ýYv Avg._ Ag USE

_LILgo _ ____ __ __ 11 _ _ ___ _ __
62W 1.6
62W 0.8
62W 0.5

62W 0.5

62W 4

62W 0.8
62W 0.5

62W 4
62W 1.6

62W 0.8

62W 0.5

62W 0.8
62W 0.5

1.4
1.3
1.6
1.3
1.4
1.5
0.8
1.5
1.6
1.3
1

1.5
1.5

149 118.3 60
149 118.7 91
149 96.2 32
176 94.1 50
177 105.9 62

177 127.4 45
177 95.9 34
200 90 62
200 85 52
200 115.9 69
280 63.3 29
288 60.9 24
288 61.9 24

80
80
80
80
80
80
80
80
80
80
80
80
80

66W 0.5
66W 1.6
66W 1.6
66W 0.8
66W 0.5
66W 0.8
66W 0.5

0
0.854

0.944
1.022

0.896

1.03
0.896

2188 61.9 25
200 68.4 31
200 66.4 29
200 75.2 22
200 67.4 18
288 42.8 17
288 51.6 16

75
58
58
58
58
58
58

66W NA 0 218 190./ 131 141

63W 1.6
63W 0.8
63W 0.5
63W 4
63W 1.6
63W 0.8
63W 0.5
63W 4
63W 1.6
63W 0.8
63W 0.5
63W 0.5
63W 4
63W 1.6
63W 0.8
63W 0.5
63W 0.5
63W 0.5
63W 1.6
63W 0.8
63W 0.5
63W 4
63W 1.6
63W 0.8
63W 0.5
63W 0.5
63W 0.8
63W 0.5

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

1.1
1.3
1.1
1.3
1.25
1.4
I.I
0.9
I

1.4
1.2

100 118 120
100 141.2 95
100 131.1 86
171 148.4 100
171 103.5 97
171 112.4 77
171 113.2 88
200 77.7 113
200 79.6 94
200 120.3 69
200 89.2 70
200 98.4 80
288 88.4 62
288 122.4 64
288 66.8 57
288 59.1 55
288 66.7 52
149 68.4 43
171 79.2 49
171 89.7 32
171 78.9 27
200 72.7 16
200 62.2 29
200 75.8 33
200 77 49
204 56.3 42
288 42.7 19
288 51.5 23

87
87
87
87
87
87
87
87
87
87
87
87
87
87
87
87
87
68
68
68
68
68
68
68
68
68
68
68

67W 1.6
67W 0.8
67W 0.5
67W 4
67W 1.6
67W 0.8
67W 0.5
67W 0.5
67W 4
67W 1.6
67W 0.8
67W 0.5
67W 4
67W 4
67W 0.8
67W 0.5
67W 0.8
67W 0 5

0
0
0
0
0
0
0
0
0
0
0
0

0.86
0.96
1.022
0.834
1.03

0617

100 130.4 164
100 166.5 112
100 132.8 98
200 97.4 121
200 84.1 116
200 118 85
200 102.1 76
200 92 69
288 97.9 58
288 63.4 83
280 82.6 56
288 80 5I
200 67.3 45
200 56.7 57
200 76.3 45
200 92.2 32
288 58.6 23
288 80 24

103
103
103
103
103
103
103
103
103
103
103
103
73
73

73
73

73
73

69W NA
69W NA

69W NA

69W NA

69W NA

69W NA

69W NA
69W NA

69W NA

69W NA
69W NA

69W NA
69W NA

69W NA

0
0
0
0
0
0
0
0
0
0
0
0
0
0

50 143.0 87
50 147.9 80
50 163.7 70
121 139.5 89
121 141.7 93
121 142.7 82
121 158.9 88
200 174.5 54
204 98.9 76
204 117.5 61
288 89.7 56
288 94.1 49
288 103.8 56

288 129.4 56

147
147
147

147
147

147

147

147
147

147
147

147
147

147

70W NA
70W NA
70W NA
70W NA

70W NA
70W NA

70W NA
70W NA

70W NA

70W NA
70W NA

0
0
0
0
0
0
0
0
0
0
0

50 106.2 188
50 177.8 163
121 127.5 159
121 131.1 148

121 142.8 140
204 103.3 108

204 112.0 133
204 121.0 110

288 89.0 79

288 105.6 93
288 106.2 88

74
74
74
74

74
74

74
74
74
74
74W8A I

W8A I
W8A I
W8A I
W8A I
W8A I
W8A I
W8A I
W8A I
W8A I
W8A I
W8A I

0
0
0
0

2.1
2.1
2.1
1.5
1.5
1.5
1.5
1.5

0 104.4 72
75 94.4 81

200 79.7 57
288 58.6 34
125 69.9 16
200 54.1 14
288 38.6 9
30 80.8 54
75 84.6 28

200 60 17
200 57.4 18
288 41.6 II

58
58

58
58
36
36
36
40
40
40
40
40

71W NA
71W NA
71W NA
71W NA

71W NA
71W NA
71W NA

71W NA

71W NA
71W NA

71W NA
71W NA

0
0
0
0
0
0
0
0
0
0
0
0

30 128.0 186
50 97.9 144
50 121.0 98
121 110.8 153
121 126.7 105
121 131.0 155
204 77.6 66
204 84.7 87
204 115.4 90
288 64.5 72
288 77.4 71
288 80.2 61

81
81
81
81
81
81
81
81
81
81
81
81

64W 1.6 0
64W 0.8 0
64W 0.5 0
64W 4 0
64W 1.6 0
64W 0.8 0
64W 0.5 0
64W 4 0
64W 1.6 0

64W 08 0
64W 0.5 0

64W 4 0

64W 1.6 0

64W 0.8 0
64W 0.5 0
64W 0.0 0.773

100 105.7 148
100 160.4 105
100 116 89

177 117.4 146
177 134.6 103

177 114.9 83
177 125 73

200 161.4 96
200 67.8 97

200 118.8 76

200 115.8 54

288 85.5 96

288 76.6 83

288 75.9 54
288 74.2 44
177 92.9 37

100

100
100
100
100
100
100
100
100
100
100
100
100
100
75

W9A I
W9A I
W9A I
W9A I
W9A I

W9A I
W9A I

W9A I
W9A I
W9A I
W9A I
W9A I
W9A I
W9A I

0
0
0
0
0
0

2.1

2.1
21
2.1
1.5
1.5
1.5
1.5

-40 207.4 NA

0 255 173
75 195.9 170

200 147.9 130
288 92.9 120
288 116 97

75 156.2 42

200 124.1 37

200 147.7 40

288 81.5 31
75 167.7 52

200 146.4 46
200 127.2 47

280 96.1 36

115

115
115

115
115
115

74
74

74
74

84
84

84

84

PTSE-2 NA

PTSE-2 NA

PTSE-2 NA

PTSE-2 NA
PTSE-2 NA
PTSE-2 NA

0
0
0
0
0
0

100 64 120

100 55.6 145

175 58.3 106

175 68.4 105
250 52.8 67
250 52.2 61

46.4

46.4
46.4

46.4
46.4
46.4

40



In conjunction with the ductile-tearing model development, a revised fracture arrest toughness

stochastic model has also been implemented in FAVOR. A discussion of this new arrest model is

given in Sect. 4.2.8.

One of the constraints in developing a ductile-tearing model for FAVOR is that the required material

properties should currently be available for the four plants being studied in the PTS Re-evaluation

project. The relevant information available from RVID2 [129] includes Cu, Ni, and P content; the

upper-shelf Charpy V-notch (CVN) energy, USE; and the unirradiated flow stress of the RPV steels.

Consequently, all ductile fracture toughness properties used in FAVOR need to be derived from this

information.

The following models are required:

" a model for the variation of ductile crack initiation toughness, J1,, with temperature and
irradiation, and

" a model for the variation of ductile-tearing resistance as a function of temperature, irradiation,
and accumulated ductile tearing, Aa.

These two models are connected in that they both can be derived from a JR curve, expressed in a

power-law model form by:

JR = C(Aa") (14)

where the tearing resistance is characterized by the material's local tearing modulus, TR, defined by

TR ar.-2 K da 2  xmxCxAa( (15)

Given the elastic modulus, E, and sampled irradiated flow stress, ofa, the remaining three variables

required by the ductile-tearing model are J, C, and m, where all three are a function of temperature

and level of irradiation damage.

Applying the definition of Ji, in ASTM E-1820 [81], estimates of two of the variables allows the

calculation of the third. In Fig. 15, the ductile-tearing initiation toughness, J1,, is defined in ASTM

E-1820 as the intersection of the JR curve with a 0.2 mm offset blunting line given by

J(02.2 mnoffset) = 2of (Aa - Aa0 ) (16)
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Fig. 15. Given a JR curve in power-law model form and current flow stress, 0f7, the initiation
toughness, J1,, and local tearing modulus, TR, are uniquely defined (see ASTM E-1820
1811).

where the prescribed offset is Aa 0 = 0.2 mm (0.008 in). Therefore, with an estimate of J1 c and the

power-law exponent, m, the power-law coefficient, C, is

JŽ = CAa' = C =Jc
Aa"

J1C = 2a,!(Aa - Aao) > Aa = JI, + Aa° (17)
2K 

+C i, c -I20" + Aa,
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The local tearing modulus then follows from Eq. (15). The focus of model development was,

therefore, placed on providing methods of estimating the initiation fracture toughness, Jic, and the

power-law exponent, in, as a finction of temperature and irradiation damage.

3.3.11.1 Ductile-Tearing Model No. 1 (implemented in FAVOR, v04.1)

The recommended Ductile-Tearing Model No. 1 was developed from the research described in

[82,83]. The following is a summary of the model described in these references.

A model of ferritic steel toughness that accounts for fracture mode transition behavior, upper shelf

behavior, and the interaction between these two different fracture modes can be constructed based on

Wallin's Master Curve [124], the relationship between the upper-shelf temperature, Tus, the Master

Curve reference temperature, To, and the upper-shelf Master Curve. Using these relationships it is

possible, as described below, to estimate the complete variation of initiation fracture toughness, Ji,

with temperature in both the transition regime and on the upper shelf based only on an estimate of To.

The following sampling protocols are taken from [83]:

Step 1. - Estimate a Value for To

Given a sampled value of WTN.TO [OF], adjusted for the effects of irradiation damage, an estimate for

To (for a reference size of IT) can be sampled using Eq. (89) (see Sect. 4.2.5)

WTNIDT-DT +27.82- 122.4 TO(l-PJo))• -32

T0 1.8 [[c] (18)

Where WTNDTDT(r,...)=WTNDTO+ýRTNDT(r,...), (see Eq.(91)) with WTNDTO equal to the

sampled unirradiated value of RTNDT. WRTNDT (r_.) equal to the shift due to radiation embrittlement,

and PI0 = (D is the fractile drawn for the epistemic uncertainty in RTNDT in Eq. (90).

Step 2. - Estimate a Value for the Upper-Shelf Temperature, Tus

From the relationship developed in [83], an estimate for the upper-shelf temperature associated with

this sampled value for To can be calculated from

ts = 50.1+(0.794 ) [°C] (19).
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Step 3. - Calculate a Value for ic Using the Master Curve at Tus

Using a plane strain conversion from Kj, to J,, we have, from the Master Curve model [124]

1O00{30+ 70exp[0.019(Tus-To)]}2 (1-v2) kJ
-c(med) E L12

where

E = 207200-(57.1 Tus) [MPa] and v =0.3

Step 4. - Calculate an Estimate for AJI, at Tus

Using the relationship derived in [83] to characterize the temperature dependence of J1 ,

Sjmea_ -j
2 8 8°C

2.09{C, exp[-C 2 (Tus + 273.15)+C 3 (Tus + 273.15)1n (Z)]- oarf}

(20)

(21)
C, = 1033 MPa

where C, = 0.00698 K- g' = 0.0004 sec-'

C3 =0.000415 K-' r-.of =3.3318 MPa

Step 5. - Calculate an Estimated Mean and Standard Deviation for the Aleatory Uncertainty in J,

At a given wall temperature, T .t 1(R,t) [OC], an estimated mean value for JI, can now be estimated

by

JIc = c(ned) - AJlc +

2.09{C, exp[-C 2 (TI, ,0,273.15)+C 3 (T,,,,±273.15)ln(•)]_rrj} [kJ] (22)

Where an estimate for the standard deviation is given in [83] by

a.=62.023exp(-0.0048 Tiat) l - (2

Step 6. - Sample a Value for Jj. from a Normal Distribution

The aleatory uncertainty in JI, is now estimated by sampling from the following normal distribution

3)

4)
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where the sampled value is truncated at J,- - 2orj, _< 9k -< J- + 2 q., using the truncation protocol

of Sect. 3.3.6.

Step 7. - Calculate an Estimate for the Power-Law Exponent, m, and Coefficient, C

The mean value of the J-R curve exponent in (as in JR = C(Aam)) is estimated based on the

sampled value of Jk, and the local value of the wall temperature, Tw.at (R, t), from the following

equation (developed from the data given in [83])

m=a+bex T 1 [OCi

i=a+ ep d ) i++,[kJm
a=0.1117 c=5.87O1x10-°9  

(25)
b =0.4696 d=-758.19

0-std-eror = 0.08425

R 2 = 0.2992 -
The J-R curve exponent in with aleatory uncertainty can then be sampled from the following nornal

distribution:

mn <- N(m,0.08425) (26)

The J-R curve coefficient, C, then follows from

r k (at T .. ,,) (27)

2o-f

where Rf is the sampled flow stress and Aao = 0.2 nam.

3.3.11.2 Ductile-Tearing Model No. 2 (implemented in FAVOR, v03.1)

Pursuant to the proposal in [84], a preliminary ductile-tearing model was developed and implemented

into FAVOR, v03.1, for a scoping study of the effects of tearing resistance associated with RPV

materials.

3.3.11.2.1 Upper-Shelf Irradiation Effects Model

The following discussion is taken from [84]:

To date, efforts to trend the effects of irradiation damage on RPV steels have focused predominantly

on predicting the joint effects of radiation (as quantified by the fast-neutron fluence, energy > 1 MEv)
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and chemical composition on the energy absorbed by a Charpy V-notch (CVN) specimen on the

upper shelf (i.e., the upper shelf energy, or USE). This focus occurs because CVN specimens are

placed into surveillance capsules that are used to assess the effect of irradiation damage on the RPV

steel. It should be emphasized that the USE is not the initiation fracture toughness (J1c) or the tearing

modulus (TR) information needed by FAVOR to assess the probability of through-wall cracking of the

RPV arising from a PTS event. Nevertheless, without significant additional research the only way to

predict the effect of irradiation on J1, and TR is to first predict the effect of irradiation on USE and

then correlate J1, and TR with USE.

In 1998, Eason, Wright, and Odette [85, 86] proposed the following relation between USE, chemical

composition, and fluence based on the USE data available from domestic nuclear RPV surveillance

programs at that time (692 data records) (NUREG/CR-6551) [86]. This model is given by the

following equation
/ -0.2223

USE~i A +0.O570.USE"456 -[17.5. f(Cu) (I + 1. 17NiO8894) + 305P]fI 9(, [ft-lbf] (28)

where USE,, is the unirradiated upper-shelf energy in ft-lbf; Cu, Ni, and P are the copper, nickel, and

phosphorous content in wt %; Ot is the fast-neutron fluence in neutrons/cm 2; A is a product-form

constant; andftCu) is a function of copper content defined as

F 55.4 for welds

A= 61.0 for plates

66.3 for forgings

f(Cu) =+ - tanh2(u 2 10.08463

Reference [84] proposes the following method to simulate upper-shelf energies and address

uncertainties in USE(,,):

Step 1. Input a best-estimate value for the unirradiated upper-shelf energy for a given major
region in the FAVOR embrittlement map of the beltline. Treat this value as the mean of a normal
distribution of USE(,,) values, l.usE ,,.

Step 2. At this value of uusU,,,, , sample a value for the standard deviation from a normal

distribution given by

CUSE,o,...an) = 4. 3 2 9 6 -0. 0 8 5 7pusE(,,) + 0.0012/ SE (9
-(29)

orusE,) o, -- N(O-ujsE, ,) ........ •2.2789)
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Step 3. Sample a value for the unirradiated upper-shelf energy, -[AE,,,), from the following

normal distribution

USErW <-- N(/•s,uou,'s, CUSE ) (30)

Step 4. The irradiated value for the upper-shelf energy is then estimated from Eq. (28), or,
applying sampling notation:

r • 0.2223

USED) [(I456 r0,1114) ~iu) 17.5.f(u. 1+1.17)iI+3 [ft-lbfJ (31)RS)= A +0.0570*SE - 17. f( .I+1.7R +305P 1019

where the chemistry and attenuated fluence have been previously sampled.

3.3.11.2.2 Model for Initiation Ductile Fracture Toughness, Jt,

The sampling protocol for Jc developed in [84] is as follows:

Step 1. Determine a value of USE(,4 using the sampling protocol outlined in Sect. 3.3.11.2.1 and

Eqs. (29) and (30).

Step 2. Apply this sampled value of USE(.) along with sampled values of L7u, Ri, P and ýt to

estimate a value of USE(i) using Eq. (31).

Step 3. Convert this estimate of USEu) value to a value of [J,(i)(at 550'F) at 550'F using the mean

curve established in [84], where the uncertainty in <J, u(,iX 55ooF) is not sampled,

1 (i)(at 550'F) = 70.855 + (0.5784 x×USE(i)) [ksiJn] (32)

Step 4. Convert the R.?j,oi)at 55o0F) value to a WJk)(,at T,,,) value at the wall temperature of interest
using the mean curve from [84]:

ýKJc = KJ,,(al T.,,) - kJi(at 550F) =

0.03{ e 00415 ([ Twa, +459 ).Itn (0 .0004) (33)
=1.35 1033-exp -0.00698( T7i', +459.69' -))r4 [ksi'n]

1 1.8 j

where cýrf is

0.00045 1 5501+-•59.69 In (0.0004)

cr,e = 1033. exp = 3.331798 (34)
S " k

0 .0069 8 (J

and Tw,,, is the wall temperature at the crack tip in 'F. Therefore
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kJ,•(a, T_,,) = kJ,.(at 550°F) + ýiKj,, [ksilin ] (35)

The required sampled value of J1, follows from the plane strain conversion

I 1 - V2 ") 2 at

J ]c(at T_,,=-,,, (at,,T") [in-kips/in 2 ] (36)

3.3.11.2.3 Model for Normalized Average Tearing Resistance, Tmt , and JR Curve Power-Law
Exponent, m

In the analysis of ductile-tearing data in [84], the exponent, m, of the JR power-law curve (see

Eq. (14)) has been correlated with the material's estimated value for the average tearing modulus,

T,,, which is the normalized linear slope of all the J-Aa data between the 0.15 and 1.5 mm exclusion

lines in the ASTM E-1820 determination of J1c.

The sampling protocol for estimating a value for Tm,,t is the following:

Step 1. Detennine a value of USE(,,) using the sampling protocol outlined in Sect. 3.3.11.2.1 and

Eqs. (29) and (30).

Step 2. Apply this sampled value of USE(,,) along with sampled values of Ru, •i, P and ýt to

estimate a value of USE(ji) using Eq. (31).

Step 3. Convert this estimate of USE(i) value to a value of Tma,,(a 550OF) at 550 'F using the mean

curve established in [84], where the uncertainty in Tna,(i)(at 550°F) is not sampled

Tm•~,(,)(a, 55WO°) =3.9389 + (0.572 1X USE•, ) (37)

Step 4. Convert the T,•at(,)(at 550'F) value to a TmaI(i)(at ,,1) value at the wall temperature of interest

using the mean curve from [84]:

WTmt =m at(i)(at T.,,) - Tmat(iXat 550°F) =

-0.000415 ( T"1 +459.69) - (.0

=1.38 1033-exp 1.8 (38)

,,*( + 459.69 j[-
-0.00698 C .8

where c'rf is

0.000415 5 5 0 + 4 5 9 .6 9  In (0.0004

o-r = 1033 exp I = 3.331798 (39)

and Twaii is the wall temperature at the crack tip in 'F. Therefore
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T,nqi)(atr T,,1 = Tnal(iXat 550oF) + Tn, [-] (40)

Step 5. Calculate an estimated value of the JR power-law exponent, in, using the correlation

developed in [84], where the uncertainty in in is not sampled.

in = 0.3214 + (0.0019 xT-•(i) (41)

Step 6. Calculate a value for the JR power-law coefficient, C, from the definition of Jkc in ASTM
E- 1820

J!(i)(at T (42)

where AaO = 0.2 mm (0.008 in) and Gf is the sampled flow stress.
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3.3.12 Initiation-Growth-Arrest (IGA) Submodel

As shown in Fig. 16, after the value of CPI has been calculated for the current flaw and transient, the

conditional probability of vessel failure, CPF, by through-wall cracking is determined by the flaw

Initiation-Growth-Arrest (IGA) submodel. The IGA submodel may be viewed as a small Monte Carlo

model nested within the larger PFM Monte Carlo model. The following steps in the IGA submodel

are shown in Fig. 17a:

Step G1. The IGA submodel is entered from the PFM model with a given flaw and transient. The
IGA trial counter, NTRIAL, is initialized to zero. The pointer to the vector holding the
random number sequence containing the values of Pf6 is reset to 1. Each transient for this
flaw will start with the same random number sequence for internal sampling; however,
each flaw has a different vector of random numbers. Go to Step G2.

Step G2. The NTRIAL counter is incremented; the time-step counter NSTEP is initialized to zero;
and a random number Pf is drawn from a uniform distribution on the open interval (0,1).
Go to Step G3.

Step G3. The time-step counter is incremented up to the time step corresponding to when CPI
occurred; time advances to the next time step. Go to Step G4.

Step G4. For the given flaw, subjected to the current transient, the change in cpi with respect to
time is checked. If dcpi/dt >0, then the flaw becomes a candidate for propagation
through the wall. (This submodel will be described in detail in the following.) If
dcpi/dt 0 0, then control branches to Step G8.

Step G5. The IGA Propagation submodel is entered for this flaw, providing the submodel with the
current time step, flaw depth, and value ofPf. Go to Step G6.

Step G6. Control returns from the IGA Propagation submodel with the fate of the flaw, either a
vessel failure or a stable arrest (no failure). If a vessel failure occurred, control is
transferred to Step G7. If a stable arrest occurred, control is transferred to Step G8.

Step G7. The vessel failure counter, NFAIL(NSTEP), for this time step is incremented. Go to

Step G8.

Step G8. If the transient has completed, i.e., NSTEP > NSTEPcpI, branch to Step G9. If the
transient is not finished, cycle to Step G3. Note that NSTEPcpI = NSTEP at which
cpi(t) = Ilcpi(t)IL = CPI .

6 The value of Pf represents the percentile used in sampling ,RTARREST (see Step 11 in Sect. 4.5) and ila

(see Step 15 in Sect. 4.5) in Step P6 and in sampling k'c in Step P8 of the IGA Propagation Subimodel, and
is used to ensure that the calculated initiation and failure probabilities are not affected by the order in which
transients are analyzed. The IGA Propagation Submodel is an embedded Monte Carlo model that is repeated a
user-set number of times using a different value of Pf each time. See the discussion in the final paragraph of
Sect. 3.3.1.
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PFM Model

I--

Fig. 16. Flowchart for PFM model - the Initiation-Growth-Arrest (IGA) submodel can be
viewed as a Monte Carlo model nested within the larger PFM Monte Carlo model. For a
given flaw, the IGA submodel is called after the CPI for the current transient has been
calculated. Note: ++ notation indicates increment index by 1; e.g., i++ means i=i+l.
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PFM Model -,IGA Submodel.

r Al sampled Values from U(0,1) are take~n from-'a random sequence generated in the main

ns'en ]Sampling Block. Each transient sees the
same random sequence. ]

WddI~y.w *4 LxyMr W44U

IGA -._

Propagation r 'I
Submodel /ý9.y 3

NSTEPc,,= time step when cp/= II-lcpl. FCPI

C.

81

PFM Model

Exit IGA Model

(a)

Fig 17. (a) Flow chart for Initiation-Growth-Arrest Submodel - The IGA Propagation
submodel is only called for flaws with increasing CPIs. The weld-layering
scheme is also shown for Initiation-Growth-Arrest Model. No through-wall
resampling is carried out for plates or forgings.
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IGA
Enter from Step G5 Propagation

in IGA Submodel Submodel

Vessel Failure:
(1) Plastic collapse ?

(2) Limit on flaw depth ?
(3) Unstable Ductile Tearing ?

Return to Step G5
In IGA Submodel

I
I

Ductile-Tearing Submodel
Called at Steps P3 and P9

IK,< A'?Yes!1 CakArr. t

Return to Step G5
In IGA Submodel

(b)

Fig. 17 (continued) (b) IGA Propagation submodel to test for Stable Arrest (no failure) and
Vessel Failure.
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Ductile-Tearing
Submodel

Data from IGA Propagation Submodel
a,= current position/orientation of Infinite flaw [in]
T(a,) = temperature at a, [rF]
K(aj = driving force ata. [ksf-nln]
oa,) = sampled flow stress at a, [tksi]
E= elastic modulus [ksi]; v%= Polsson's ratio
USE, = irradiated upper shelf energy [ft-lbf] (Model 2:
Current value for J,*

4I

Yes
Estimate J,. C, and m from
Ductile-Tearing Model 1 or 2

J.,. = (1 -v')IE [KAa,)' ] II Return to S
in IGA Pro

JJ, a> J((T.,8) ?A N

T J,,,,> J(* ?( d A L FALSE
STABLE. ,= FALSE

\.a =exp [(InlJ.=,)-InlCll1m I ~ e

ill* ill.•. Advance the flaw
dJalda =m C (a•)a* = a. + Aa "

T. - (Ela,=) (dJd/da) at .\a = a* - a,

TO= (E/o") (dJ,,Jda) at a = a*I

•' Return

\8a* = A•a + \aS•

S FAILwr FA LS E

STABLE., = TRUE

FAIL,,,,= TRUE
STABLE,, = FALSE

tep P3 or PS
p Submodel

(c)
Fig. 17 (continued) (c) Unstable-Ductile-Tearing submodel to test for either stable tearing to a

new flaw position, a*, or unstable ductile tearing that fails the vessel.
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(c) (d)

Fig. 18. An example Category 2 flaw (a) initiates, (b) expands into an infinite-length flaw,
(c) advances to new weld layer and resamples chemistry content to calculate new RTNDT,

(d) continues growth until either failure by net-section plastic collapse of remaining
ligament or stable crack arrest. The potential for arrest and subsequent re-initiation is
also modeled.

Step G9. A check is made to see if the required number of trials has been completed. If there are
more NTRIALS to be run, control is transferred to Step G2. If the IGA submodel has
completed its sample trials for the current transient, then control is transferred to
Step G 10.

Step G 10. The CPF(ij~k) for the ith transient, and jth RPV trial, and kth flaw is calculated by the
following:

NSTEPcp,

CPF(iJ,k) = Z Acpi(tm)(i,j,k)P(F I J)m

m= l (43)
p(F I i)m NFAIL(m)

NTRIALS

where NSTEPcpz is the time step at which the value of CPI(ijk) was calculated for
this ith transient,jth RPV trial, and kth flaw.

Steps G2 through G9 are repeated NTRIAL cycles through the IGA submodel.
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Figure 17b presents the control structure of the IGA Propagation submodel. This submodel proceeds

in the following manner:

IGA Propagation Submodel

Step P 1. Enter the submodel with the initiating time step, NSTEP, and the flaw depth. Transform
the Category 1, 2, or 3 flaw into its corresponding infinite-length flaw, and calculate the
applied stress-intensity factor, K1, for the transformed flaw at this time and designate it
Kiinifiation. This value of K1 will be higher than the K1 for the finite-flaw at initiation. Go to
Step P2.

Step P2. Advance the infinite-length flaw to its next position in the IGA mesh (see Fig. 18).
Proceed to Step P3.

Step P3. Check for vessel failure by through-wall cracking. At this new flaw depth and current
time, calculate the current sampled estimate for the flow stress of the material. The current

sampled value of WT30 (to be discussed in Chapter 4) is also used to estimate the effects

of irradiation on the unirradiated flow stress, aofl,,.(U). After each resampling of WT3 , the

flow stress will have been adjusted by the following relation:

(0.112 ksi/°F for welds

.L0.13 1 ksi/°F for plates
This sampled value of •Xo, is then used in the vessel-failure test against the pressure-

induced membrane stress in the remaining ligament, checking for net-section plastic
collapse. The membrane stress is equal to

W Pi(r)(Ri+a) ,; 8 I hoop stress

- ,=(R -Ri -a) 12 axial stress

where pi (r) is the time-dependent internal pressure, R, and Ro are the inner and outer
vessel radii, respectively, and a is the current flaw depth.

For the initial entry into the IGA Propagation submodel, the flaw is growing due to a
cleavage initiation; therefore, the ductile-tearing model will not be applied until the flaw
has experienced its first arrest event. After the flaw has arrested, the ductile-tearing model
is called at this point to check for unstable ductile tearing. This check for unstable tearing
is made only if the flaw has re-initiated in ductile tearing. If the flaw has re-initiated as a
cleavage event, the ductile-tearing submodel is not called. If the conditions for unstable
ductile tearing are encountered, the logical variable FAILUDT is set to TRUE in the
ductile-tearing submodel and returned to the IGA Propagation Submodel.

The vessel failure criterion is
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if REINITIATEDBYDUCTILETEARING is TRUE then

arm > flow

or

FAIL UDT is TRUE then

or
a > FAILCR

(Ro -R1J

vessel failure = TRUE during ductile tearing

return to Step G5 in IGA Model

a, > Pflow

elseif or then

R, a > FAIL-CR

vessel failure = TRUE during flaw growth by cleavage

return to Step G5 in IGA Model

else

vessel failure = FALSE

proceed to Step P4

where 0.25 _ FAILCR • 0.95 is a user-supplied failure criterion.

Step P4. If the material is a plate or forging product form, proceed directly to Step P6. If the
material is a weld, check to see if the flaw has advanced into a new weld layer. Weld
subregions are sectioned into through-wall quadrants to simulate, in an approximate
manner, multiple weld layers. As the flaw advances from one weld-layer quadrant into the
next, the weld chemistry will be resampled with the attenuated fluence. If the flaw has just
advanced into a new weld layer, go to Step P5. If not, then proceed to Step P6.

Step P5. Resample the weld chemistry (Cu, Ni, and P) using the sampling distributions given in

Chapter 4. Update the irradiation shift, ýhTNDT , and the irradiated value of the upper

sfenergy,E(i) , using the resampled weld chemistry. If the weld-layer-resampling

option is turned on and the flaw has just entered layer 2, 3, or 4, then resample for a new
value of Pf to replace the value of Pf sampled in Step G2 of the IGA submodel. The
random iterate PZ is drawn from a uniform distribution on the open interval U(0,1).

Step P6. Using the current chemistry content and current value of Pf , recalculate the arrest
reference temperature. The details are given in Chapter 4; however, the equations are
given here for completeness. Calculate the epistemic uncertainty in the arrest reference
temperature by Eqs. (119) and (125) given in Sect. 4.5.

-it, =-45.586+ 131.27 [-In (1-4 )]2.77 [OF]

ttpiSt,•., .,. - v, = ý p,=cnr.,ic - 14.4 [-F]
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Retrieve the previously sampled unirradiated value of W[MNDo for this subregion and the

sampled value of the irradiation shift for this flaw, aTNDT(r,...), determined from the

embrittlement model applied for this flaw at its current position in the RPV wall or from
weld-chemistry resampling if Step P5 was executed. Calculate the shift in the arrest
reference temperature, relative to the initiation reference temperature using Eqs. (126) in
Step 11 of Sect. 4.5

ýTAPRST <- A(An,.•UET,•).' Wn•UE)) [OF]

where (see Appendix F for the development of this protocol)

• 2
In[M W ARPESTTmRaF)T)

WAR.EST(r...) = 44.122 exp [-0.005971 x J] [0C]

0 -)/18(W#NDT, - p,ist-.res - 32)/. -C]

PIn(ARTAR~s) =, Jlexp[o.389982 +21n( WARPEST(mean,))]-var(F.)} 21fl[ ARREST(,,,ean)]

(12.778)2 for F. < -35.7 'C

var(o) = ~99.905972- 1.7748073P. for -35.7 0C < F<56 0C

0 for F. > 56 0C

Calculate the estimated arrest temperature 7 by Eq. (127) in Step 12 of Sect. 4.5

WTARREST (r,...)• •,NDT, - .epist-arres + ýRTARREST + (r,...)

Calculate the normalized (relative to WTARREST) temperature of the vessel at the current
location, r, in the RPV wall by Eq. (128) in Step 13 of Sect. 4.5

RTRELAT1VE,(1,...) = T(r,t)- TARREST(r,...)

If this is the first pass through the submodel for this flaw, calculate (by Eqs. (129) and
(130) in Steps 14 and 15 in Sect. 4.5) the fractile, D K ............... , associated with this value of

Kz-,,iatioo, from the arrest model, given the current value of the applied K-j,,i,iitio,, from the
infinite-length flaw in the IGA submodel

(D~~ 1 ef tnK~,j,. - P/nK,, (RTRisLA TI'E )+

where

7 The subregion value of N is not re-sampled in this step.
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erf(x) = error function = exp(-_') dý; erf(-x) = -erf(x)

ifK,.-Model is equal to I

K ..(mea.) (RTREL 4TivE) = 27.302 + 69.962 exp [0.006057(RTPEL.4TivE)] [ksiriin.]

o-ý(Krýo = 0.18

else if KlaModel is equal to 2

Kl(mean)( .. T.•TRLATivE) = 27.302 + 70.6998 exp [0.00899 l(RTR~Lt TijE)] [ksijii.]

Uln(K,) = 0.34

2

al(K)
ln(K,,) (RTRELirvE) = I r[K( ..me..) (TREL4TIvE ) 2

In the above relation for (D K....., I.An(KIo) is calculated at the location of the initiation of

the flaw. For this flaw, the value of cI remains fixed in the IGA Propagation

submodel until Pf is resampled in Step G2 of the IGA submodel. Using the current value
of PfI, scale by (DKA .. (if this is the weld layer in which the crack initiation originally

occurred) such that (from Eq. (131) in Step 15 of Sect. 4.5)
01 K,. = ( Pf )((1)K,_j,,iuu, ... )

For subsequent weld layers do not perform the above scaling. When the flaw advances
into a new weld layer, any linkage between the flaw's initiation and its continued
propagation is assumed to be broken.

With this Kl,, fractile, draw a value of Kia from its lognormal distribution as given by

Eq. (132) of Step 15 in Sect. 4.5

Kh, (K, ,RTREL4TivE) = exp 'In7(K,)ZDK,, + Pl-(K,,) (RTREL4 TE)]

Z4KX1 = standard normal deviate corresponding

to the D K,• fractile

In the above relation for Kg,, IPIn(K,) is calculated at the current location of the flaw. The

scaling procedure in Step P6 ensures that the initial value of Kia, calculated immediately
after initiation, does not exceed the initiating value of Ki.i,,jjja,io,,, thus producing an initial
extension. Once the value of Z(Do has been determined for this IGA trial, the arrest

toughness during flaw advancement through the wall changes due to changes in

RTRELATIVE only. These changes are caused by variations in T(r,t) and RTA,.,.est (due to
the resampling of the weld chemistry when passing into new weld layers).

For Ductile-Tearing Model No. 2, update the current value of the irradiated upper-shelf
energy by
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0.2223

9SE(y)=A+0057 456j F" [1.- (P~)(+1 0,8894) \355 9 [tlf

Go to Step P7.

Step P7. Check the current applied K, for the advancing flaw against the current value of the arrest
fracture toughness Kja.

if K 1 < Kia then

the flaw has arrested

proceed to Step P8

else

the flaw has not arrested

proceed to Step P2

Step P8. Hold the flaw at this position, and advance the time to check for re-initiation or new
ductile tearing.

NSTEP = NSTEP + 1

For this new time station, bring up the wall temperature, T(r, r), at this position along with
the current irradiated and attenuated value of RTNDT to calculate

RTEAaTrvE(r,...) = T(r, r)- WTRTNDr (r....)

Now calculate the parameters of the KI, model

aK. (ýTRELATIVE) = 19.35 + 8.335exp[0.02254(ýTRELATivE)] [ksiin.]

bK, (RTRELATIVE)= 15.61 + 50.132 exp[0.008(ýTRELATIjvE)1 [ksivimn]

CK, =4

with KI, in ksi4in and AT= (T-RTNDT) in 'F.

The static initiation toughness, Kt, is calculated from its Weibull distribution by

K, •TRELATIVE) = 9K, (ýTRELATIVE) + 9K, (ýTRELATIVE) [- In(1 - Pf )]I c"

for a K, (RTRELATIV'E) <- KaIK _ K c(max)

Proceed to Step P9.
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Step P9. If the warm prestressing (WPS) analysis option has been turned on by the user (see
Sect. 3.3.4 for details on WPS effects as implemented in FAVOR), check to see if the flaw
is in a state of WPS. If the ductile-tearing option is turned on, then call the ductile-tearing
model to determine if there is stable or unstable ductile tearing. If the WPS option is on
and WPS = TRUE, go to Step P10. If the WPS option is off or WPS = FALSE, check the
current applied K, for re-initiation by the test

if K, <Klc and STABLEDT and FAILUDT are both FALSE then

No re-initiation.

Proceed to Step P10.

else if WPS OPTION is on and WPS is TRUE then

No re-initiation

Proceed to Step P10

else if FAIL UDT is TRUE then

the vessel has failed by unstable ductile tearing

set vessel failure to TRUE

return to Step G5 of IGA model

else if STABLE DT is TRUE and Kj c is less than Klc then

the flaw has re-initiated by a ductile-tearing event

REINITIATED BY DUCTILE TEARING = TRUE

the current level of tearing Aa0 is set by the ductile-tearing model

Proceed to Step P3

else

The flaw has re-initiated by a cleavage event.

REINITIATED BY DUCTILETEARING = FALSE

Reset the current level of tearing Aa0 = 0

Proceed to Step P2 and advance the flaw

Step P10. If there are time steps remaining in the transient, proceed to Step P8 and advance the time.
If the transient is complete, set vessel failure = FALSE, and return to Step 5 of the IGA
submodel.

Note that in the IGA Propagation submodel, the flaw is assumed to advance instantaneously; i.e., the

time station remains fixed during flaw growth. Time will advance only if the flaw is in a state of

arrest. If the flaw remains in arrest until the end of the transient, then the flaw is said to have

experienced a Stable Arrest.

3.3.13 Ductile-Tearing Submodel

Figure 17c presents a flowchart of the Ductile-Tearing Submodel.

Step D 1. The program enters the submodel with the current position and orientation of the crack tip
and the time within the selected transient. The submodel first checks the current wall
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temperature at the crack tip with the ductile-tearing transition temperature, TDT. Based on
a previous study, the value of TDT is set to 200 'F. If this is not the first entry into the
model, a current value of *R will be known, where JR is a measure of the current

deformation state due to tearing.

if Twa'i <TDT then

FAILUDT=FALSE

STABLE DT = FALSE

Return to Step P3 or P9 of IGA Submodel

else

Proceed to Step D2

Step D2. Given the location and orientation of the flaw tip, the submodel converts the known value
of KIlapplied to Japplied using a plane-strain conversion. The submodel then proceeds to
calculate/sample estimates for the JR-curve parameters, Jc, C, and m.

Japplied - (1 - v 2 ) K2 [in-kips/in 2 ]

E -

get PIc from either Ductile-Tearing Model No. 1 or 2

get C, and mi from either Ductile-Tearing Model No. I or 2

Proceed to Step D3

Step D3. The submodel then compares the 'Jappijed to the estimated value of Jl, obtained in Step D2

and the known value of J*. If this is the first entry into the model or if a cleavage

reinitiation has occurred since the last entry into the model, then AR = 0. JR is the value

Of Japplied corresponding to a previous time step at which a stable ductile tear ocurred. For a
ductile tear to occur at the current time, it is necessary for Japplied to be equal to or greater
than the current value of JR'

if (Japplied < Jjc) or (Japplied • JR) then

FAILUDT=FALSE

STABLE DT = FALSE

Return to Step P3 or P9 of IGA Submodel

else

Proceed to Step D4

Step D4. The submodel then advances the position of the flaw, ao, using the known value of JappiedI,

and then calculates the local tearing modulus, TR, characterizing the tearing resistance of
the material.
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JR = Japplied

Aa = exp n(J) ln(C) ,[in]

a* a. +Aa

T rE ']dJE

Vfowd Aa* Cf-'7ovw

The IGA Propagation submodel mesh is searched to find the closest node point, node n, to
the current flaw position. The flaw is then repositioned to this node point (see Fig. 19).
Based on the new position of the flaw, the applied tearing modulus is estimated from a
second-order finite-difference ratio.

dJapplied ,,Jn+l + (a -1)Jn - a2Jn-I O (Ax2)

da a(a + )A&x '

where

Ax = xn - x1

a xn+1 - xn

xn - xn_1

E__ dJapplied
Tapplied 2 da aa

Step D5. A check is now made for unstable ductile tearing. If the applied tearing modulus is greater
than TR , then a state of unstable ductile tearing is declared.

if Tapplied > TR then

FAIL _UDT = TRUE

STABLE _DT = FALSE

Return to Step P3 or Step P9 in the IGA Propagation Submodel

else

FAIL _UDT = FALSE

STABLE DT = TRUE

Aa 0 = Aa

a° =a*

Return to Step P3 or Step P9 in the IGA Propagation Submodel
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dJapplied :zJ n + (a -I)J~ - a 2j . O A r 2]
da a(a+1)Ax

a, a*
Jqppled

n n+I
- -.------. -. -

xn.. x1, xj+l

Fig. 19. IGA Propagation submodel mesh used to estimate dJapplied / da using a second-order
central finite-difference ratio.

3.3.14 Ductile Tearing as an Initiating Event

The ductile-tearing model, as implemented, should have no effect on the values of CPI produced by

FAVOR, and this was verified in a preliminary scoping study. However, a counter was implemented

into FAVOR at the point where the conditional probability of initiation, cpi, by cleavage is calculated

to determine if initiation of flaw growth by ductile tearing was a potential issue. In all of the studies

carried out to date using the ductile-tearing models described in Sect. 3.3.11, no ductile-tearing

initiating events were discovered.
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3.4 FAVOR Post Module - FAVPost

The distribution of the transient initiating frequencies obtained from PRA studies, the values of

conditional probability of fracture (contained in the FAVPFM-generated matrix PFMI), and the

values of the conditional probability of vessel failure (contained in the FAVPFM-generated matrix

PFMF) are combined in the FAVPost module to generate discrete distributions of the frequency of

vessel initiation, (D(I), and frequency of vessel failure, (D(F). This process is described by the

following pseudo code:

Forj = 1, Nsflf vessel simulations, increment by 1

For i = 1, NTRAN transients, increment by 1

Sample the discrete cumulative distribution function of the transient-
initiating frequency for this transient to generate a sample initiating
frequency (in events per reactor year).

(E)(i) +--- CDF(i,j) of transient-i initiating frequency

End of Transient Loop

The above loop generates a vector of transient-initiating frequencies for this

vessel simulation, {•(E)} .

For the jth vessel, take the inner product of the transient initiating frequencies
vector times thejth column-vectors in the PFMI and PFMF matrices.

NTP4'

()= • (E)(i)PFMI(i,j)

NTP4 ,V

)(F)(j= " Y (E)(i)PFAMF(i'J)
i=1

End of Vessel Simulation Loop

The inner product of the row-vector of the sampled transient initiating frequencies and the jth

column-vector of PFMI produces the frequency of crack initiation for the jth vessel simulation,

(D(I)(j). Likewise, the inner product of the row-vector of sampled transient initiating frequencies and

thejth column-vector of PFMF results in the frequency of vessel failure for thejth vessel simulation,

cI(F)(j). The (ij) entry in matrix PFMI represents the conditional probability of crack initiation of
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the jth vessel simulation subjected to the ith transient. The units are crack initiations per event.

Therefore, the frequency of crack initiation, as determined from the inner product of the transient-

initiating frequency and the conditional probability of crack initiation, is the number of crack

initiations per reactor year. Likewise, the frequency of vessel failure, as determined from the inner

product of the transient-initiating frequency and the conditional probability of vessel failure is the

number of vessel failures per reactor year.

At the end of this process, there are discrete distributions of sample size NsIM for the frequency of
crack initiation, {fD(I)}U SIM .l, and the frequency of vessel failure, {D(F)}Ns, x,. The above process is

described in Fig. 20.

F
I

I

1
For each vessel:

1. Sample initiating frequencies,

2. Combine 4(E) with PFM results,

4 (), . N, (E 1. Mr-if,]N -,, N

3. Generate histogram for +(F) from
resulting array of (P), N

O(F) (Frequencies of
RPV fracture or failure)

Fig. 20. The FAVOR post-processor FAVPost combines the distributions of conditional
probabilities of initiation and failure calculated by FAVPFM with initiating frequency
distributions for all of the transients under study to create distributions of frequencies
of RPV fracture and failure.
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4. Probabilistic Fracture Mechanics

A central feature of modem PRA/PFM analyses is an explicit treatment of model uncertainties with

two types being distinguished, aleatory and epistemic [87]. Aleatory uncertainties arise due to the

randomness inherent in any physical or human process, whereas epistemic uncertainties are caused by

a limitation in the current state of knowledge (or understanding) of that process. Epistemic

uncertainties can therefore, in principle, be reduced by an increased state of knowledge, whereas

aleatory uncertainties are fundamentally irreducible. Playing a central role in the PTS Re-evaluation

Project, the identification and classification of epistemic and aleatory uncertainties is a crucial aspect

of PRA/PFM analyses, because the mathematical procedures used to account for them are different. A

major effort in the development of improved fracture mechanics models for FAVOR has been the

attempt to identify and classify the uncertainties in these models. Sections 4.2 through 4.5 will present

the results of this effort. The deterministic analyses carried out to create a loading definition for each

PTS transient are first discussed in Section 4.1.

It should be noted that during the investigation of new models for the FAVOR code, the basic

requirements of the PTS Re-evaluation Project played a key role in the development process. To

enable all commercial operators of pressurized water reactors to assess the state of their RPV relative

to the new PTS screening criteria without the need to make new material property measurements, the

initiation fracture toughness of the RPV needs to be estimated using only currently available RTNDT

values. Moreover, to be consistent with the LEFM principals on which the FAVOR code is based,

this RTNDT -based model needs to estimate K1 , values. These restrictions suggested that only very

limited information, specifically a value of RTNDT, would be available to define the initiation fracture-

toughness model appropriate to a given steel in a plant-specific RPV.

4.1 Deterministic Analyses

The FAVLoad module carries out both thermal and stress analyses of a one-dimensional

axisymmetric model of the RPV wall. The time-dependent temperature and stress distributions

through the wall constitute the thermal and mechanical loading that will be applied to postulated

flaws. In addition, Mode I stress-intensity factors are generated for a range of axially and

circumferentially oriented infinite-length and finite-length (semi-elliptical) flaw geometries (flaw

depths and lengths). The following subsections describe how these deterministic calculations are

carried out in the FAVLoad module. The embedded-flaw model to be discussed has been

implemented in the FAVPFM module.
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4.1.1 Thermal Analysis

The temperature time-history, T(rj), for the vessel is determined by modeling the RPV wall as an

axisymmetric one-dimensional structure with the temperature profile being dependent on the radial

position, r, and elapsed time, r, in the transient. In the absence of internal heat generation, the

transient heat conduction equation is a second-order parabolic partial differential equation:

pep(T) aT = I a k(T)r- T (44)
ar r 8r I jr

where p is the mass density, c,(T) is the temperature-dependent mass-specific heat capacity, and

k(T) is the temperature-dependent thermal conductivity. Note that any temperature dependencies in

the mass density should be included in the characterization of the mass-specific heat capacity, leaving

the mass density as a constant in the problem formulation. Equation (44) can be expressed in the

following canonical form

aT 1 I " (T) =0forrec- 1;rE (0,co) (45)

ar rr ar

where the property grouping 2(T) = k(T)/p cp(T) is the temperature-dependent thermal diffusivity of

the material. For Eq. (45) to be well posed, initial and boundary conditions must be applied.

Initial ConditionT(r, 0) = T],,,i, for R, < r R(46)

Boundary Conditions

q(Ri,,t) = h(t) (T•(t) - T(Ri,,t)) at r = R, (47)

q(R,,t) = 0 at r = Ro

where in Eqs. (46)-(47), q is a prescribed boundary heat flux, h(r) is the time-dependent convective

film coefficient, T. (r) is the time-dependent bulk coolant temperature, and R, and Rk are the inner

and outer radii of the vessel wall, respectively. Input data to the thermal model include the mesh

definition, property data, and prescribed time-histories for h( r) and T_ (r).
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IN3() 3-node quadratic finite-element
Isoparametric Mapping

3

N,(•) = (1-2) T(ý) = N(Q) Tj

N ( 2 rN(= R,

-1 0 rRi R2 R3

T, T2 T3

Fig. 21. Isoparametric mapping from parameter space to axisymmetric 0 'Euclidean space
using three-node quadratic basis functions.

Eqs. (45)-(47) can be solved using the finite-element method, where the variational formulation for

the transient heat conduction equation is given in Ref. [88]. The fundamental decisions required to

implement the finite-element method are (1) choice of basis functions, (2) choice of mapping, and (3)

choice of method for element integration. As shown in Fig. 21, FAVOR uses an isoparametric

mapping with 3-node quadratic cardinal basis functions, specifically

dN,

{N(ý)jNz()I 1 12(l-p) ''dN{-}• dN2  1 -44: } (48)

LN,() {4(I+4) dN3  (1+24)

The elements of the thermal stiffness matrix [88] are calculated using a full-integration fourth-order

Gauss-Legendre quadrature rule with the following weights, coi, and Gauss sampling points, ýj,
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In FAVOR, a graded mesh (see Fig. 22) is generated through the wall thickness using ten three-noded

quadratic isoparametric axisymmetric elements (21 nodes). Note that the FEM model does not use the

same discretization applied in the IGA submodel. The first two elements represent the cladding, and

the remaining eight elements model the base material. Explicit forward time integration is employed

with a fixed time step of 1.0 second. Temperature and hoop-stress profiles are plotted in Fig. 22 for a

fixed time in an example transient.

cladding base material

600 / elements 1-2 elements 3-10 80

500' ,T, temperature . 60

, 4;5 6 7 8 9 10
3W 00- -2 *×* • 0"'a5

E Xo '• -2

CL Hoop $tress
200 - - 0

100, 20 I ' I
2 4 6 8 id)2

Radial Distance 09/18/01.K2 ptw
from Inner Surface (in.)

Fig. 22. One-dimensional axisymmetric finite-element model used in FAVOR to calculate both
temperature and stress histories through the wall of an RPV.
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4.1.2 Stress Analysis

FAVLoad carries out a displacement-based finite-element analysis of the vessel using a one-

dimensional axisymmetric model of the vessel wall. The calculated displacements are converted into

strains using strain-displacement relationships, and the associated stresses are then calculated using

linear-elastic stress-strain relationships. At each time station during the transient, the structure is in a

state of static equilibrium; thus the load history is considered quasi-static.

Let (u, v, w) be the radial, circumferential, and axial displacements, respectively, of a material point

in a cylindrical (r, 0, z) coordinate system. The general two-dimensional axisymmetric case requires

that
v = 0; TO = r9Oz = 0 ;rr9 Yr z = 0 (50)

where r,.O, rO9 are shear stresses and YrOYOz are engineering shear strains. The strain-displacement

relationships for the two-dimensional case are
a 0

0 r

a a

az ar

For the one-dimensional axisymmetric case, (r,O,z)are principal directions, and w=0; a/az =0;

such that
lu 11 N I. --all CA.,

Err ; Coo=-; .zz = .=0; Yzr =.+. =0 (52)
ar r az az a,-

For the case of a long cylinder with free ends and no axial or circumferential variations in temperature

or material properties and with no radial variation in material properties, the radial and

circumferential stresses for the one-dimensional axisyinmetric case are calculated from the strains by

E CaE
(1 + v)(l-2v) l-2v

aooE

(I +I1ere + I-25

where
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o-= radial normal stress

.oo = circumferential (hoop) normal stress

_-r = radial normal strain

coo = circumferential (hoop) normal strain

T = wall temperature as a function of r

T'ef = thermal stress-free reference temperature

r = radial position in wall

E = Young's modulus of elasticity

v = Poisson's ratio

a = linear coefficient of thermal expansion

For generalized plane-strain conditions, the stress in the axia dietin 'sisveb
PS

cij = V(rr, + ro-o) - aE(T - Trf) (55)

To obtain the axial stresses with the ends free (assuming-no cap load), it is necessary to remove the

net end force associated with the plane-strain condition. This net load is

s= 1, o rdi (56)

where Ri and Rk are the inner and outer radii of the cylinder.

In FAVOR, the radial and hoop stresses are calculated using the finite-element method in which

Eqs. (53) and (54) apply to each finite element, and thus radial variations in the material properties E,

a, and v can be included by letting the properties vary from one element material group to another.

To account for radial variations in properties when calculating the axial stresses, Eq. ('55) is applied to

each elementj such that

o=_j V(,. + 1 o_j) - aj E (T -Tf) (57)

is the axial stress in each element under plane-strain conditions. To achieve a free-end condition, the

force f Ps [Eq. (56)] must be released in such a manner that the change in axial strain (displacement)

is the same for each element, because it is assumed that initial planes remain in plane under load. If

Afj is the reduction in the plane-strain force, fJfs, on elementj, then

Af Af = Al> (58)
Al El A, E, A,Iek kele

and

nele.

Z(fP' + Af)=0 (59)
j=l

where
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fr P = Aj-f v1 (o7_ +o7 j- ajEj(7, -7Jýf)]

(60)
A i _ (2j -

where r,, and ri are the outer and inner radii of elementj, respectively. Let f,-j be the axial forces that

are the result of adding internal pressure, p. Specifying that the axial displacements for each element

be the same gives

jfp___2 = - e (61)A, E, 2 A.,+Eý (61)

and

nele

If fp_1 =rRTo p (62)
j='

where

S= Ai) + fp-j

Recalling that the uniform change in axial strain has no effect on ,rr and croo, Eqs. (60), (61), and

(62) can be solved forf after calculating values of crr,._j and o-o_j; then the axial stress is calculated

from

P_- s -4j) (63)

FAVOR uses a reduced-integration two-point Gauss-Legendre quadrature rule for the calculation of

o7rr and o70 in each element. The Gauss sample points and weights for two-point quadrature are:

fg(ý)d • q g(ýj) where {}= ;{Co}= (64)
-1=

For the calculation of the axial stresses, each of the elements is divided into two sub-elements, each

containing one of the two Gauss points, and the axial stresses are calculated at each of the Gauss

points. Stresses at the nodes of the finite-element mesh are obtained by interpolation and

extrapolation using a cubic spline fit of the stresses at the Gauss points. The stress analysis uses the

same mesh and quadratic elements that are applied in the thermal analysis described in the previous

section. Details regarding the formation and assembly of the stiffness matrix and load vector for a

static stress analysis are given in any text on finite-element methods. See, for example, ref. [89].
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4.1.3 Linear-Elastic Fracture Mechanics (LEFM)

The FAVOR code's linear-elastic stress model treats axial flaws exposed to a one-dimensional

axisymmetric stress field and circumferential flaws exposed to a generalized-plane-strain stress field.

These flaws are, therefore, assumed to experience only a Mode I loading, where the principal load is

applied normal to the crack plane, thus tending to open the crack. It is also assumed that the plastic

zone around the crack tip is fully contained, and the overall deformation-load response of the

structure is linear. For these high-constraint conditions, the principles of linear-elastic fracture

mechanics (LEFM) apply when calculating driving forces for the crack.

4.1.3.1 Mode I Stress-Intensity Factors

For the cracked structure under LEFM conditions, the singular stress field in the vicinity of the crack

tip can be characterized by a single parameter. This one-parameter model has the form

K1
0700 = K for axial flaws

(65)

=KI for circumferential flaws

where r is the radial distance from the crack tip, and the crack plane is assumed to be a principal

plane. The critical fracture parameter in Eq. (65) is the Mode I stress-intensity factor, K,. When the

conditions for LEFM are met, the problem of calculating the stress-intensity factor can be fomulated

solely in terms of the flaw geometry and the stress distribution of the uncracked structure.

FAVOR, v04.1, has an extensive stress-intensity-factor-influence coefficient (SIFIC) database for

finite- and infinite~length surface flaws that has been implemented in the FAVLoad module for R/ It =

10 only. The HSST program at ORNL has also developed a similar database for Ri It = 20, which was

implemented in earlier versions of FAVOR and could be re-installed for future releases if the need

arises.

4.1.3.2 Inner Surface-Breaking Flaw Models -Semi-Elliptic and Infinite Length

For inner surface-breaking flaws, the stress-intensity-factor, K,, is calculated in FAVOR using a

weighting-function approach originally introduced by BMickner [90] and applied by other researchers

[91-94], including the developers of OCA-I [95] and OCA-P [96]. The HSST Program at ORNL

generated a database of SIFICs for axial infinite-length [97] and axial semi-elliptical [98] surface

flaws along with circumferential 360-degree [97] and circumferential semi-elliptical [99] surface

flaws. These databases have been implemented in the FAVLoad module.
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Semi-Elliptic Finite Surface Flaws

As mentioned above, the stress-intensity factor, K,, is calculated by a linear superposition teclmique

proposed by Buickner [90], where, instead of analyzing the cracked structure using actual loads, the

analysis is performed with a distributed pressure loading applied to the crack surfaces only. This

pressure is opposite in sign, but equal in magnitude and distribution, to the stresses along the crack

line that are calculated for the uncracked structure with the actual loads applied. For an arbitrary

stress distribution and for the case of a three-dimensional semi-elliptical surface flaw, the truncated

stress distribution can be approximated by a third-order polynomial of the form

C+(a')= C, (a'/ a) + C2 (a'/ a)2 + C3 (a'/ a)3  (66)

where a(a') is the stress normal to the crack plane at radial position, a'. The variables a' and a are

defined in Fig. 23, and the coefficients (Co,OC, C,, C3 ) are calculated by a generalized least squares

regression analysis in the FAVLoad module for the stress distribution calculated for the uncracked

structure across the crack depth. The K, values are determined for each of the individual terms (stress

distributions) in Eq. (66) and then added to obtain the total K, value as follows:

3 3

K,(a) = _K,.(a) = ZCj Va K*(a) (67)
j=0 j=0

where

K; (a) = K,,(a) (68)

Values of K'0 (a)/C',. a were calculated for each of the normalized stress distributions

corresponding to each term in Eq. (66) (see Fig. 24), using three-dimensional finite-element analysis

results and an arbitrary value of C. = 1. The dimensionless quantity K;(a) is referred to as the

influence coefficient. For semi-elliptic flaws, K (a) values can be calculated for several points along

the crack front, in which case Eq. (67) becomes

3

K, (b) = Z C, 1 Ta-K; (0) (69)
j=0

where 0 is the elliptical angle denoting the point on the crack front, and the crack-depth notation (a)

has been dropped. Although SIFICs are available in the database for a range of elliptical angles, this

baseline release of FAVOR only calculates the value of K, at the deepest point along the flaw front
(I. e., ýo = 90' )

The presence of a thin layer of stainless steel cladding on the inner surface of reactor pressure vessels

has a significant effect on the K, values for inner-surface flaws because of very high thermal stresses

generated in the cladding during a thermal transient. When using influence coefficients for three-
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dimensional flaws, it is necessary to represent the stress distribution in the uncracked cylinder with a

third-order polynomial, and thus the discontinuity in the thermal stress at the clad-base material

interface presents a problem. To accommodate the stress discontinuity associated with the cladding,

influence coefficients were calculated for the cladding stresses alone; the corresponding K, value can

then be superimposed on the K1 value due to the stresses in the base material. This is accomplished by

first calculating a K1 value for a continuous-function stress distribution obtained by a linear

extrapolation of the stress distribution in the base material to the clad-base interface. Then a K1 value

is calculated for the stress distribution in the cladding by subtracting the extrapolated distribution

from the actual assumed-linear distribution in the cladding. The total K1 value is simply the sum of the

two. Because the stress distribution in the cladding is essentially linear, only a first-order polynomial

is used for the cladding stress-intensity-factor-influence coefficients.

The influence coefficients implemented in FAVOR were calculated using the ABAQUS [100] finite-

element code. Three-dimensional finite-element models were generated for a range of relative crack

depths (a / t) and aspect ratios (L / a) (see Fig. 23). The analysis matrix included relative crack depths

of 0.01• (alt)<•0.5 and aspect ratios of L/a= 2,6,10. In the process of calculating the SIFICs,

careful attention was paid to using adequately converged finite-element meshes and an appropriate

cylinder length. The number of elements in the circumferential and axial directions and around the

crack front was increased, one at a time, until the addition of one element changed the value of Kl by

less than one percent. With regard to cylinder length, a minimum incremental length of the cylinder

that could be added to the length of the flaw to negate end effects was estimated from Eq. (70) [101]

2 2 " -11/4

f =27| R 1,2_t- ](70)L3(1- )J

where v is Poisson's ratio, Ri is the inner radius of the vessel, and I is the wall thickness.

The analysis results in Ref, [99] demonstrated that there were essentially no differences in SIFICs

between the axial and circumferential orientations for relative flaw depths of 0.01 <alt <0.5 and

flaw aspect ratios of L / a = 2, 6, and 10. This important finding implies that SIFICs for axial flaws

can be used for circumferential flaws up to a relative flaw depth of 0.5 with very little error. The

greatest difference (D 5% ) between the two orientations occurs for flaw geometries with an alt = 0.5

and LDa = 10. In Appendix B, SIFICs for both axial and circumferential orientations for relative flaw

depths of a/t= 0.01, 0.0184, 0.05, 0.075, 0.1, 0.2, and 0.3 are presented in Tables BI-B7,

respectively. Table B8 presents the SIFICs for an axial flaw with a/t = 0.5, and Table B9 presents the

SIFICs for a circumferential flaw with alt = 0.5.

76



a

L ---

t

L1R
The truncated stress distribution is approximated with a
third order polynomial

a(a') = Co + C, (a'/a) + C2(a'/a)2 + C3(a'/a)3

K, values are calculated for each of the individual terms
and then added to obtain the total K, value
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Fig. 23. Influence coefficients, K*, have been calculated for finite semi-elliptical flaws with
aspect ratios L / a = 2, 6, and 10 for Ri / t = 10.
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CF= I

(a) KI = K10 (c) KI = K12

Al
a = (a/a) a = (a'/a) 3

(b) Kf = K11 (d) K = K13

Fig. 24. Crack-surface loading cases for determining finite 3D flaw influence coefficients:
(a) uniform unit load, (b) linear load, (c) quadratic load, and (d) cubic load.
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Infinite-Length Surface Flaws

Figure 25 shows the geometries for the axial and circumferential infinite-length flaws. Figure 26

illustrates the decomposition of a cracked structure under actual loads into an equivalent problem

with two components. One component is an uncracked structure under actual loads for which K1 = 0,

since there is no crack. The second component is a cracked structure having a crack face loading

equal in magnitude and opposite in direction to the stress distribution in the uncracked structure at the

location of the crack. Therefore, the problem of interest reduces to the calculation of the K1 for the

second component. This calculation can be accomplished by computing K* values for each of several

unit loads applied at specified points along the crack face (see Fig. 27) and then weighting them by

the truncated crack-free stress distribution associated with the equivalent problem [95]. The procedure

can be summarized as follows:

axial flaws
n

K, (a) ZuAa, K* (a', a) (71)
i=1

circumferential flaws

K,(a) a2iT(R+,')oiAaiKi* (a:, a) (72)
i=1

where
n

Aai = an increment of a about a; such that ZAa, = a
i=l

a. = radial distance from open end of crack to point of application of unit load,

ai = average crack-free stress over Aaj for equivalent problem

K1 = opening Mode I stress-intensity factor

K; = stress-intensity factor per unit load applied at ai' , where load has dimensions

of force/length for axial flaws and force for circumferential flaws

n = number of points along length of crack for which K7 are available,

R = inside radius of vessel.

The ABAQUS (version 4.9.1) finite-element code was used to calculate the influence coefficients

presented in Appendix B. The general procedure consisted of developing a finite-element model for

each crack depth and then individually applying unit loads at comer nodes located along the crack

face. The axial stress-intensity-factor influence coefficients given in Table B1O have been

nondimensionalized by multiplying by the factor (0.1 t1/ 2), where I is the wall thickness, and the

circumferential stress-intensity-factor influence coefficients given in Table Bll have been

nondimensionalized by multiplying by the factor (10 t312). These normalizing factors account for the
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fact that the applied load in the generalized plane-strain analyses for axial flaws is 1.0 kip/in. of

model thickness, and the applied load in the axisymmetric analyses of the circumferential flaws is a

1.0 kip total "ring" load. For both orientations, the range of relative flaw depths are a/t = {0.01, 0.02,

0.03, 0.05, 0.075, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.95}. It should be noted that values in

Tables B 10 and B 11 for a'/ a > 0.95 represent "fitted" or extrapolated values rather than directly

computed ones. ABAQUS version 4.9.1 did not correctly compute the J-integral for J-paths in which

the load on the crack face was contained within the contour itself.

Finally, it should be pointed out that, as with the fimite-surface flaws, great care was exercised in

developing finite-element meshes that would produce converged solutions. Higher-order meshes were

employed throughout the modeling. Starter finite-element meshes for each crack depth were

examined for convergence by approximately doubling the mesh refinement, i.e., the number of nodes

and elements, and performing a representative K* calculation with the more refined model. This

procedure was repeated until the difference in K* values between successive models was less than

one percent, at which time the more refined model was selected for the final computation.

Long Axial Flaw on
Inside Surface

3600 Circumferential Flaw on Inside Surface

No End Effects 
.Mr

z

Fig. 25. Influence coefficients have been computed for both infinite axial and 360-degree
circumferential flaws.
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Forces shown in crack plane are
applied to upper surface, opposite
in sign applied to lower surface.
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Cracked
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K, = K, + Kj; O
Fig. 26. Superposition allows the use of an equivalent problem to compute the stress intensity

factor.

G

CRACK LINE

R

n
K,(a)=1(-, Aa; K•*(a,,a)

1=1

Fig. 27. Influence coefficients, K*, represent stress intensity factor per unit load applied to the
crack face.
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4.1.3.3 Embedded Flaw Model

The computational methodology implemented in FAVOR for calculating Mode I stress-intensity

factors, K, , for embedded flaws [102] is the EPRI NP- 1181 analytical interpretation [103] of the

ASME Section XI-Appendix A [104] model for embedded (or "subsurface" in the nomenclature of

Ref. [104]) flaws. Figure 28 is a schematic of the ASME embedded flaw model with the relevant

descriptive variables.

The procedure for calculating Mode I stress-intensity factors, KI , is based on the resolution of

nonlinear applied stresses through the RPV wall thickness into the linear superposition of

approximate membrane and bending stress components. The K1 factor is thus computed from the

following relation:

KI =(MnIom + MbO'b)z-a Q (73)

where:

2a= the minor axis of the elliptical subsurface flaw

Q = flaw shape parameter

M,ý = free-surface correction factor for membrane stresses

Mb = free-surface correction factor for bending stresses

c,,, = membrane stress

crb = bending stress

The stress-linearization procedure, depicted in Fig. 29 for a concave upward nonlinear stress profile,

involves the interpolation of the applied stresses at two points on the flaw crack front - point 1 at a

distance x, from the inner surface and point 2 at a distance x2 from the inner surface. A straight line is

fitted through these two points which represents a linear approximation, &(x), of the original

nonlinear stress profile, cy(x), where x is the distance from the inner surface. The effective membrane

stress, a,,, , is located at x = t/2 along this line, and the bending stress, cab, is the stress at the inner

surface (x = 0) minus the membrane stress. The nonlinear stress profile, a(x), is resolved into the

linear superposition of the membrane stress (a,,) and bending stress (ayb) (see Fig. 29) as follows:
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Fig. 28. Geometry and nomenclature used in embedded-flaw model.
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Fig. 29. Resolution of computed nonlinear stress profile into the linear superposition of effective
membrane and bending stresses.
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(jn =,i(t / 2) = (U-(x2) - '(X1)) x (t/ 2 -xI) + o(xl) (74)
2a

ab=&0 ,,(Cr(xl) - U(x2)) x(t/2) (75)
ab =6(0 - cm - 2a

The formal definition of the shape parameter Q is based on the complete elliptic integral of the second

kind, E(x),

Q(x) = E (x)
7/2

E(x) = f (1-xsin2(O))dO for 0x_, 1 (76)
0

x=1-4(a)j

In ref. [103], the elliptic integral is replaced by an infinite-series approximation for Q of the form2 24
)2 [, in2 +174 116 2118+( 7 )2 "101 2( 7

4(l+m)21+-2 4 +64 +256 +1-8)m8 + 2-JrmJ (77)

where

M 1-2(a/L)
1+2(a/L)

Equation (77) has been implemented in FAVOR. The equation for the free-surface correction factor

for the membrane stress (M,,,) is as follows:

M = D + D(2a/t)2 + D3(2a/t)4 + D4 (2a /t) 6 +D,(2a/t)8 +

D6(2a/t)20  (78)

[l-(2e/t)-(2a/t)] 1/2

where:
D] =1

D2 = 0.5948

D3 =1.9502(e/a)2+0.7816(e/a)+0.4812

D4 = 3.1913(e/a) 4 + 1.6206(e/a) 3 + 1.8806(e/a) 2 +

0.4207 (e/a) + 0.3963

D5 =6.8410(e/a) 6 + 3.6902(e/a) 5 + 2.7301(e/a) 4 +

1.4472 (e/ a) 3 + 1.8104(e/a) 2 +0.3199(e/a)+

0.3354
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D6 = 0.303

The equation for the free-surface correction factor for bending stresses (Mb) is:

E 2 (2e/t)+ E3 (2e/t) 2 + E 4 (2e/t)(2a/t)+E5 (2a/t)(2e/t)2 + E6 (2a/t)+ 1
E7 (2a/t)2 + E8 (2e/t)(2a/t)2 + E9 (Mb = E1 + (79)

[1-(2e/t) -(2a/t)]"/2

where:

El = 0.8408685, E2 = 1.509002, E3 = -0.603778,

E4 = -0.7731469, E5 = 0.1294097, E6 =0.8841685,

E7 =-0.07410377, E8 = 0.04428577 E9 =-0.8338377

4.1.3.4 Inclusion of Residual Stresses in Welds

The through-wall weld residual stress distribution was derived in the HSST program from a

combination of experimental measurements taken from an RPV shell segment made available from a

cancelled pressurized-water reactor plant and finite-element thermal and-stress analyses [105,106].

The residual stresses in an RPV structural weld stem from (a) the clad-shell differential thermal

expansion (DTE) and (b) the residual stresses, generated by the structural welding process, that are

not completely relaxed by the post-weld heat-treatment [107]. Data required for calculation of these

residual stresses were obtained by cutting a radial slot in the longitudinal weld in a shell segment

from an RPV and then measuring the deformation of the slot width after cutting. The measured slot

openings were assumed to be the sums of the openings due to the clad-base material differential

thermal expansion (DTE) and the weld residual stresses. To evaluate the residual stresses in an RPV

structural weld, a combined experimental and analytical process was used. Slot opening

measurements were made during the machining of full-thickness clad beam specimens with two-

dimensional flaws. The blanks measured 54-inches long (circumferential direction), 9-inches wide

(longitudinal direction), and 9-inches thick (radial direction). The blanks were cut so as to have a

segment of a longitudinal seam weld from the original RPV at the mid-length of the blank. Using the

wire-EDM process, a slot was cut along the weld centerline in a radial direction from the inside (clad)

surface of the blank. Measurements were made on three specimens having final slot depths of 0.045

inches, 0.90 inches, or 4.50 inches, respectively. After machining, the widths of the slots were
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measured along each radial face of the blanks. Finite-element analyses were used to develop a

through-thickness stress distribution that gave a deformation profile matching the measured values.

This distribution is shown in Fig. 30, where the contributions from clad and base DTE have been

removed. The residual stress profile is modified to apply to an analysis of a vessel that has a wall

thickness other than the one from which the stress distribution is derived. The through-wall weld

residual stress distribution retains the shape and magnitude as derived from experiment/analysis;

however, it is compressed or expanded to fit the current wall thickness by modifying the residual

profile data by the ratio of the current RPV wall thickness to 8.936, i.e., the wall thickness from

which the stress distribution was derived. The user has the option in the input deck for FAVLoad [45]

to specify whether or not the weld residual stress profile will be superimposed on either the axial or

circumferential through-wall stress distributions, or both.
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Fig. 30. Weld residual stress through-thickness distribution developed for use in RPV integrity

analyses.
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4.1.3.5 Inclusion of Crack-Face Pressure Loading for Surface-Breaking Flaws

Crack-face pressure loading on the exposed faces of internal surface-breaking flaws is included as an

option in the mechanical loading of the family of surface-breaking flaws in a FAVLoad deterministic

analysis. The Mode I Stress Intensity Factor database provides a simple but accurate mechanism for

including the effects of crack-face pressure loading.

Semi-Elliptic Finite Surface Flaws

For semi-elliptic finite surface flaws, the uniform unit-load 3D-flaw influence coefficients can be

applied to calculate the contribution, KJCfP, of the crack-face pressure loading to the total stress

intensity factor at the deepest point of the flaw (0 = 900) by

KIcfp = Ja Ko p(i-)

where p(A) is the coolant pressure in ksi at time z- in the transient. By linear superposition, the

crack-face pressure component, K1 _cfP, is then added to the total stress intensity factor.

Infinite-Length Surface Flaws

A similar procedure can be followed for infinite-length surface flaws.

for axial flaws

K,_.fp (a) = p(r) AaKi*(a,',a)
i=1

for circumferential flaws

Klfqfp (a) = 2rc(R + a) p(r) AaiKi (ai', a)

where

Aai = an increment of a about a; such that ZAai = a

a, radial distance from open end of crack to point of application of unit load,
p(r) = coolant pressure at time r uniformly applied over the crack face

Kilcfp = opening Mode I stress-intensity factor contribution due to crack-face pressure

K,* = stress-intensity factor per unit load applied at a; , where load has dimensions

of force/length for axial flaws and force for circumferential flaws

n = number of points along length of crack for which K,* are available,

R = inside radius of vessel.
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4.2 Sampled LEFM Material and Correlative Properties

A detailed description of the technical bases for the models in this section is presented in Ref. [108].

A summary of the material in [108] is presented here with emphasis on the implementation of these

models into FAVOR.

4.2.1 Reference Nil-Ductility Transition Temperature, RTprs, at EOL Fluence

For each major region, FAVOR calculates and reports a value of RTNDT (designated as RTpTs). The

value of RTprs that is reported for each major region corresponds to the subregion within that major

region that has the highest value of RTpTs. This value of RTprs is not sampled from a distribution and

is reported for comparison purposes only and is not used in any subsequent analyses.

There are two minor differences between the definition of'RTpTs as utilized in FAVOR and as

currently defined by 1OCFR50.61 [10], where RTpTs is defined as follows:

RTpTs = RTNDT(U) + M + ARTPTS (80)

where M is the margin term added to account for uncertainties in the values of the unirradiated

RTNTD(u) and ARTpTs. The margin term, M, is determined by

M=2 oU+cA

o-v = the standard deviation for RTNDT(U) (81)

a = the standard deviation for ARTNDT

In 1OCFR50.61 [10], ARTpTs. is the mean value of the transition temperature shift due to irradiation at

the EOL (end-of-licensing) fast-neutron fluence attenuated to the clad-base interface; whereas, in

FAVOR, ARTPTs is the mean value of the transition temperature shift due to the irradiation

corresponding to the attenuated neutron fluence at the time in the operating life of the vessel for

which the PFM analysis is being performed.

Currently, in 1OCFR50.61, ARTps is calculated from the irradiation shift model taken from

Regulatory Guide 1.99, revision 2 [12], where
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ARTpTs = (CF)f ( )(0.28-o.lo log1 o (f(6)))

CF = chemistry factor, a continuous function of copper and nickel (82)
f(S) = best-estimate neutron fluence [1019 n/cm 2; E > 1 MeV] attenuated

from the inner surface to the clad/base metal interface

1 = distance from the inner surface to the clad/base metal interface [in.]

The fast-neutron fluence is attenuated through the wall by the relation

f(,) = f(0) exp(-0.24 x 3) (83)

where 1 is in inches and f(0) is the neutron fluence at the inner surface. Look-up tables for the

chemistry factor, CF, taken from 10CFR50.61 [10], are included in FAVOR for the calculation of

R TpTs.

In FAVOR, ARTpTs may be calculated using either Regulatory Guide 1.99, Rev 2 (RG 1.99, Rev 2)

[12], as defined above, or by AT30 (see Eq. (84)) as calculated by the Eason and Wright irradiation-

shift model [86] to be discussed in the following section. The intent is to provide for the generality of

using the current RG 1.99, Rev 2 or the Eason and Wright irradiation-shift model [86]. It is

anticipated that the Eason and Wright model [86] may supersede the current RG 1.99, Rev 2 model

discussed above.

4.2.2 Radiation Embrittlement

Irradiation damage of RPV steels in U.S. PWRs occurs as a consequence of two hardening

mechanisms: matrix hardening and age hardening. Details of these mechanisms are taken from

[108]:

Matrix Hardening - Matrix damage develops continuously during irradiation, producing
hardening that has a square root dependence on fluence. Matrix damage can be divided
into two components: unstable matrix defects (UMD), and stable matrix defects (SMD).
Unstable matrix defects are formed at relatively low fluence and are small vacancy or
interstitial clusters, complexed with solutes such as phosphorous. UMDs are produced in
displacement cascades. Increasing flux causes increasing hardening due to these defects,
but they occur relatively independently of alloy composition. In low copper alloys, at low
fluence and high flux, UMD is the dominant source of hardening; however, in high copper
steels, these defects delay the copper-rich precipitate contribution to hardening by
reducing the efficiency of radiation-enhanced diffusion. Stable matrix features form at
high fluence and include nanovoids and more highly complexed clusters. These defects
cause hardening that increases with the square root of exposure and is especially important
at high fluence levels.

Age Hardening - Radiation accelerates the precipitation of copper held in solid solution,
forming copper-rich precipitates (CRPs) that inhibit dislocation motion and, thereby,
harden the material. This hardening rises to a peak value and is then unaffected by
subsequent irradiation because no copper remains in solid solution to precipitate out and
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cause damage. The magnitude of.this peak depends on the amount of copper initially in
solution. This copper is available for subsequent precipitation. Post-weld heat treatment
(PWHT) performed before the RPV is placed into service can also precipitate copper,
removing its ability to cause further damage during irradiation. Thus, different materials
are expected to have different peak hardening values due to differing pre-service thermal
treatments. Additionally, the presence of nickel in the alloy further enhances its age-
hardening capacity. Nickel precipitates together with copper, forming larger second-phase
particles that present greater impediments to dislocation motion and, thereby, produce a
greater hardening effect.

These physical insights helped to establish the functional form of a relationship between basic

material composition, irradiation-condition variables, and measurable quantities such as yield-

strength increase, Charpy-transition-temperature shift, and toughness-transition-temperature shift. A

quantitative relationship was developed from the database of Charpy shift values, AT30 , generated in

US commercial reactor surveillance programs. Eason and Wright (86] recently developed the

following physically motivated fit from these data. 8

ATo (Ri, &u, P, 9o (r), rexposur.. T, product form) =

Aexp( 19T310 (llO•( t.))0.46O + B ( + 2.40,4i' 211 f(ýu)g( I(-) + Bias,o+ 460)" +\

8.86x 10-7' for welds

A = 19.30x 10-7' for forgings

[12.7 x 10-' 7 for platesJ

[230 for welds

132 for forgings
B= 206 for plates in CE vessels

156 for other plates

g(ýo (r))1=ltanh logo10 (o(r) + 4.579x 102 rexposure - 18.265

2 2 0.072 (84)ffor
{(eu-O.072 6 for Lu > 0.072 wt %

subject to

8 A curved overbar, T, indicates a sampled random variate.
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0.25 for welds with Linde 80 or Linde 0091 flux
C/'/mx =I

0.305 for everything else

and

Bias = 0 forexosu• < 97000h h

9.4 for -expo... >r 97000 hJ

where &u is the sampled copper content in wt%, Ri is the sampled nickel content in wt%, P is the

sampled phosphorous content in wt%, f 0(r) is the sampled and then attenuated neutron fluence in

n/cm2, r is the position from the inner surface of RPV wall, V~oure is exposure time in hours (input to

FAVOR in EFPY), and T, is coolant temperature in OF. The fast-neutron fluence at the inner surface

of the vessel, f 0 (0), is sampled using the protocol given in Sect. 4.2.3. The sampled neutron fluence

for the flaw is then attenuated (but not resampled) as the crack grows through the wall. The sampling

distributions and protocols for plate and weld chemistry are presented in Sect. 4.2.9.

Reference [108] recommends that the uncertainty in the CVN transition shift values, AT30 , be treated

as episternic. Having used information concerning composition and irradiation conditions to estimate

the CVN transition temperature shift using Eq. (84), it is necessary to transform these AT30 values

into shifts in the fracture-toughness transition temperature. Figure 31 provides an empirical basis for

the following least-squares fits for WRTNDT using data extracted from the literature as discussed in

[108].

F0.99WT 3 0 r.. welds
WRTNDTr,...)= (85)

L1.10RT3o(r,...) plates and forgings
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4.2.3 Fast-Neutron Fluence Attenuation and Sampling Distribution

The sampled fast-neutron fluence at the crack tip is attenuated from its sampled reference value,

0 (0) , at the inner surface of the RPV wall. This attenuation takes the following form

Y0 (a) = Y0 (0) x exp(-O.24a) (86)

where a is the position of the flaw tip (in inches) relative to the inner surface.

The inner surface fluence is sampled from two normal distributions such that

a7globl = SIGFGL x fluencesbregbon

f mean <- N(fluences,,bregio,, ,'global) (87)

Ploal = SIGFL Cxf x.....

X (0) <- N(fmean,,',oc,)

where the best-estimate fluence, fluencesu,,bregion, is input by the user at the subregion level. The global

SIGFGL and local SIGFLC multipliers are supplied as input by the user. Recommended values are

SIGFGL = 0.056 and SIGFLC = 0.118. Negative values of sampled fast-neutron fluence are handled

as nonphysical exceptions in FAVOR using the truncation protocol described in Sect. 3.3.6, with 0.0

as a one-sided truncation boundary.

4.2.4 ORNL 99/27 K1, and Kia Databases

The EPRI Ki, database [73] as amended by Nanstad et al. [109] consists of 171 data points and

includes data from 11 unirradiated pressure-vessel steels. These data were taken using compact

tension C(T) and wedge-open-loading (WOL) test specimens ranging in size from IT to IIT. A

survey was recently conducted by ORNL to identify additional K1, and K10 data to augment the EPRI

database. The result of this survey has been designated as the ORNL 99/27 extended K1c/K1, database

[74].

The candidate KI, data were evaluated using the following criteria: (a) satisfaction of validity

requirements given in ASTM Standard E 399 [110] to maintain consistency with the LEFM driving

forces applied in the fracture model, (b) availability in tabular form, and (c) availability of

unirradiated RTNDTO, determined according to the ASME Boiler and Pressure Vessel Code, Section III,

NB-2331 [111]. The ORNL survey produced an additional 84 K1t fracture-toughness values obtained

from Refs. [112-116]. The extended K1, database, compiled from the amended EPRI data and from

the ORNL survey, provided a total of 255 fracture-toughness data points from 18 materials for input
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to the statistical model development procedures described in Ref. [74] and applied herein. A plot of

the extended K1, database versus (T-RTNDTO) is given in Fig. 32; the complete tabulation of the

database is included in Appendix C of this report with a summary presented in Table 7.

A similar survey was carried out to compile an extended Kia database that would include those data in

the EPRI report (see Fig. 33a). Because the ASTM Standard E 1221 [117] is relatively new, many of

the existing data were generated before the adoption of the standard. Thus, it was agreed that

candidate Kia data would be evaluated in a more general context, including engineering judgment of

acknowledged experts and general acceptance by the nuclear technology community. The ORNL

survey produced an additional 62 fracture-toughness, K1i, data points [118-120] to augment the

existing 50 data points [121,122] in EPRI NP-719-SR. A complete tabulation of the 112 fracture-

toughness values is given in Appendix C of this report with a summary presented in Table 8. A

description of the chemistry and heat treatment of the principal steels in the ORNL 99/27 database is

shown in Table 9.

In conjunction with the development of a ductile-tearing model, arrest data from large-specimen

experiments carried out in the 1980s were also added to the Kia database (see Fig. 33b). These

additional large-specimen arrest data came from the HSST Wide Plate test program (WP-1 [38] and

WP2 [39]), the HSST Pressurized Thermal Shock Experiments (PTSE-l[26] and PTSE-2 [27]), and

the HSST Thermal Shock Experiments (TSE) [123].
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Fig. 32. ORNL 99/27 KI, database including modified ASME K1, curve that served as a lower-
bounding reference curve in the development of a new transition index temperature.
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95



Table 7. Summary of ORNL 99/27 K1 , Extended Database

Temp. (T-R TV •s) No. of
Specimen Size Range Range Data

Material Source Type Range (-F) ('F) Points
EPRI Database EPRI NP-719-SR
I HSST 01 subare Shabbits (1969) C(T) IT - 6T -200 to -50 -200 to -50 8

weldment
2 A533B Cl. I Shabbits (1969) C(T) IT - 8T -200 to 0 -200 to 0 8

subarc weld
3 HSST0I Mager (1970) C(T) IT -150 -170 17
4 HSST 03 Mager (1970) C(T) IT -150 -170 9
5 A533B Cl. I Mager (1969) WOL IT-2T -320 to -150 -385 to -215 13
6 HSST 02 Mager (1969) WOL & C(T) IT-2T -200 to 0 -200 to 0 41
6 HSST 02 Shabbits (1969) C(T) IT - I IT -250 to 50 -250 to 50 28
7 A533B Cl. I Mager (1969) WOL IT - 2T -320 to -200 -275 to -155 10

weldment
8 A533 B Cl. I Mager (1969) WOL IT - 2T -320 to -200 -320 to -200 6

weldment/HAZ
9 A508 CI.2 Mager (1969) WOL IT-2T -320 to -100 -370 to -150 12

European Forging
10 A508 Class 2 unpublished C(T) 2T - 6T -150 to 0 -201 to -51 9
I1 A508 Class 2 unpublished C(T) 2T - 8T -125 to -75 -190 to -30 10

Total 171
Additional Data

12 HSSI Weld 72W NUREG/CR-5913. C(T) IT-6T -238 to 50 -229 to 59 13
13 HSSI Weld 73W NUREG/CR-5913 C(T) IT-4T -238 to -58 -209 to -29 10
14 HSST Plate 13A NUREG/CR-5788 C(T) V2T-4T -238 to -103 -229 to -94 43
15 A508 Cl. 3 ASTM STP 803 Bx2B C(T) IT-4T -238 to -4 -225 to 9 6
16 Midland Nozzle NUREG/CR-6249 C(T) iT -148 to -58 -200 to -110 6

Course Weld
17 Midland Beltline NUREG/CR-6249 C(T) IT -148 -171 2
18 Plate 02 4 'h Irr. NUREG/CR-4880 C(T) IT -148 to -139 -148 to -139 4

Series (68-71 W)
Total 84
Grand Total 255

Table 8. Summary of Ka,, Extended Database

S TestTemnp. (T-RTNDT) No. of

Source Specimen Size Range Range Data Points

I Material ,_ Sorce__ Type (0F) ( F)
EPRI Database EPRI NP-719-SR I Fr - J

I_1_ T HSSTO2 - Ripling(1971) CCA crack arrest IT-3T -150 to 121 '-150 to 121 50
A dditio nal Data; Additional Data _ _____

2 1HSSI Weld 72W NUREG/CR-5584 CCA crack arrest . -78to41 -68 to 51 32 i
3 HSSI Weld 73W NUREG/CR-5584 CCA crack arrest -78 to 59 -48 to 89 26
4 i MW15J NUREG/CR-6621 CCA crack arrest -4 to 50 1-36 to 18 4

Large Specimen Data _

5 HSST WPI [ NUREG/CR-5330 Wide Plate Tests - )_ -_ 84to 198 94 to 207 18
6 HSST WP2 NUREG/CR-5451 Wide Plate Tests I - 142 t 324 i 2 to 184 38

7 HSSTPTSE-1 NUREG/CR-4106 P Pressurized Vessel I.--)___ 326 to 354 :0o_ to 158 2_ 2
8 T HSST PTSE-2 NUREG/CR-4888] Pressurized Vessel _-) -267 tp325 !130 to 158: 3
9 HSST TSE I NUREG/CR-4249 iThermnally-ShockedCylinder, (-)]72 to 268 1-63 to 103 1 10

T I 183
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Table 9. Chemistry and Heat Treatment of Principal Materials: ORNL 99/27 Database
Chemistry - wt (%) ] Heat

Material IT Specification Source I C P Mn Ni Mo Si Cr Cu S Al Treatment

HSST 01 A533B Cl. I Mager .22 .012 1.48 .68 .52 .25 .018 - Note 1
(1970)

HSST 02 A533B Cl. I Mager .22 .012 1.48 .68 .52 .25 .018 - Note 2
(1969)

HSST 03 A533B Cl. I Mager .20 .011 1.26 .56 .45 .25 .10 .13 .018 .034 Note 3
(1970)

HSST 02 A533B CI. I Shabbits .22 .012 1.48 .68 .52 .25 - - .018 - Note 4
(1969)

HSST 01 A533B Cl. I Shabbits .12 .014 1.35 .65 .52 .23 - .012 - Note 5
subarc weld (1969)
B&W subarc A533B Cl. I Shabbits .10 .009 1.77 .64 .42 .36 - .015 - Note 6
weldment (1969)
PW/PH A533B Cl. I Mager .09 .019 1.25 1.0 .52 .23 .05 .22 .13 .037 Note 7
weldment (1969) 8
MD07 A508 Cl. 2 Mager .18 .009 1.16 .72 .51 .24 .28 - .10 - Note 8
European Ring forging (1969)

A533B Mager .19 .012 1.37 .52 .45 .25 .13 .15 .016 .048 Note9
Cl. 1 (1969)

72W A533B weld 5788 .09 .006 1.66 .60 .58 .04 .27 .23 .006 -

73W A533B weld 5788 .10 .005 1.56 .60 .58 .04 .25 .21 .005 -

Notes:
1. Normalizing:

Austentizing:
Quenching:
Tempering:
Stress Relief:

2. Normalizing:
Austentizing:
Quenching:
Tempering:
Stress Relief:

3. Normalizing:
Austentizing:
Quenching:
Tempering:
Stress Relief:

4. Normalizing:
Austentizing:
Quenching:
Tempering:
Stress Relief:

5. Post Weld:
Intermediate

6. Post Weld
Intermediate

7.
8.

Quenching:

1675 OF
1600 OF
Water quench
1225 OF
1150 OF
1675 OF
1600 OF
Water quench
1225 OF
1150 OF
1675 OF
1575 OF
Water quench
1175 OF
1125 OF
1675 ± 25 OF
1520 OF- 1620 OF 4 hr
Water quench.
1200 OF- 1245 OF 4 hr, airc
1150±25 OF
1150 125 OF
1100 ± 25 OF
I100 OF- 1150°F 12hr
1100°F-1150OF 15min
620 °C
925 0C
Water quench
650 °C
620 °C
910 OC
Water quench
680 °C
850 °C
Water quench
690 °C
620 °C

4 hr, air cooled
4 hr

4 hr, furnace cooled
40 hr, furnace cooled
4 hr, air cooled
4 hr

4 hr, furnace cooled
40 hr, furnace cooled
12 hr, air cooled
12 hr

12 hr, furnace cooled
40 hr, furnace cooled
4 hr

:ooled
40 hr, furnace cooled to 600 OF
12 hr
15 min

27 hr, air cooled
5 hr

9.
Quenching:

Quenching:

3 hr, furnace cooled
24 hr, air cooled
8 hr

10 hr, furnace cooled
8 hr

8 hr, air cooled
24 hr, air cooled

97



4.2.5 Index Temperature RTNDT - Uncertainty Classification and Quantification

Values of RTNDT are uncertain both due to epistemic and aleatory causes. The epistemic uncertainty is

due to the conservative bias implicit in the ASME NB-2331 [111] definition of RTNDT, the variety of

inconsistent transition temperature metrics used to define RTNDT, the lack of prescription in the test

methods used to define RTNDT, and the fact that the CVN and NDT values used to define RTNDT do not

themselves measure fracture toughness. Aleatory uncertainties are due to material variability. It is

expected that epistemic uncertainty sources outnumber aleatory ones [108]; however, this expectation

alone is inadequate to classify the uncertainty in RTNDT as being primarily aleatory or primarily

epistemic. To make this distinction, a comparison of the RTNDT index temperature to an exemplar

index temperature (such as the Master Curve index To [124]) associated with a physically motivated

model of crack initiation toughness is needed.

The Master Curve index temperature To is estimated directly from fracture-toughness data, and, by

definition, it is therefore associated with the same location on the transition temperature curve of

every steel, suggesting that the sources of epistemic uncertainty that are associated with RTNDT do not

influence To. Thus, the uncertainty in To is expected to be primarily aleatory, and a comparison

between To and RTNDT values can be used to quantify the epistemic uncertainty in RTNDT. The

numerical difference between RTNDT and To has been used to quantify how far away from measured

fracture-toughness data RTNDT positions a model of fracture toughness for a given heat of steel [108].

Figure 34 shows a cumulative distribution function (CDF) constructed from the difference between

values of RTNDT and To reported in the literature [125] for the RPV steels in the ORNL 99/27

database. See Appendix E for a description of the statistical procedures applied in the construction of

this CDF. These data (see Table 10) demonstrate that the epistemic uncertainty in RTNDT almost

always produces a high estimate of the actual fracture-toughness transition temperature.

Even though it quantifies the epistemic uncertainty in RTNDT, the CDF illustrated in Fig. 34 cannot be

used directly in FAVOR because of inconsistencies between To and the requirements of the PTS re-

evaluation project. Consequently, an alternative CDF (see Fig. 35) was developed that avoids the

explicit treatment of size effects and the use of elastic-plastic fracture mechanics (EPFM) toughness

data, but retains the important concept from the Master Curve that the index temperature should be

quantitatively linked to the measured toughness data. This alternative CDF was determined based on

the temperature shift values (ARTepisteic in Table 11) needed to make a NB-2331 RTND 7-positioned KI,

curve lower-bound the ASTM E-399 valid K1, data for each of the 18 heats of RPV steel in the ORNL

99/27 database. See Fig. 36 for an example of this lower-bounding shift procedure for HSST Plate 02.
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Table 10. Materials Used from the ORNL 99/27 K1, Extended Database

ID Form RTNDT ('F) To (OF)* RTNDT- TO P Tq (OF)**

HSST-03 Plate 20 31 -11 0.0455 26.1
HSST-02 Plate 0 -17 17 0.1104 -17.4
HSST-01 Plate 20 -1 21 0.1753 -2.9

A508 Cl. 3 Forging -13 -46 33 0.2403
73W Weld -29.2 -78 48.8 0.3052

A533B Cl. 1 Weld 0 -57 57 0.3701 -56.7
72W Weld -9.4 -70 60.6 0.4351

A533B Cl. 1 Plate -9.4 -109 99.6 0.5000
HSST-01 Weld 0 -105 105 0.5649 -104.4

A533B Cl. 1 Weld -45 -151 106 0.6299 -151.5
A508 Cl. 2 Forging 51 -60 111 0.6948 -59.9
A508 Cl. 2 Forging 65 -55 120 0.7597 -5.8

A533B Cl. 1 HAZ 0 -132 132 0.8247 -132.3
A533B Cl. 1 Plate 65 -74 139 0.8896 -73.8
A508 Cl. 2 Forging 50 -124 174 0.9545 -119.3

*To values reported in [125]. Calculated using ASTM E-1921 valid data.
**Provisional Tq values calculated using ASTM E-399 valid K1, data in [74].

HSST Plate 02 K,, Data
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1 100

50
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ARTLB = 2.1 22 24 26 28 30
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$-
~9

* a1.1.1:
-

* I

ASME curvE

I

''Adjusted Lower-Bound-
ASME K Curve

0 1 , , . ..... -ý , .. ... _ - , , .. . .A .. . . . t_ , .... ..- . J
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(T-RTNOT) (OF)
Fig. 36. The ARTLB for HSST Plate 02. The lower-bounding transition reference temperature,

RTLB, was developed from 18 materials in the ORNL 99/27 database, where for each
material RTLB :RTNDTO - ART sL.
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Table 11. Values of Lower-Bounding Reference Temperature
with and without Sample-Size Adjustment: ORNL 99/27 Database

Material ID Sample RTNDOo RTLB (k)* ARTLB7 (k)* Size RTLB (k)** ART (k)**

No. Correct.
k Size, N (OF) (OF) (OF) (OF) (OF) (OF)
1 8 0.0 -75.2 75.2 10.9 -64.3 64.3
2 8 0.0 0.0 0 10.9 10.9 -10.9
3 17 20.0 -82.4 102.4 4.6 -77.8 97.8
4 9 20.0 -81.1 101.1 9.6 -71.5 91.5
5 13 65.0 -127.6 192.6 6.4 -121.2 186.2
6 69 0.0 -2.1 2.1 0 -2.1 2.1
7 10 -45.0 -195.7 150.7 8.5 -187.2 142.2
8 6 0.0 -176.9 176.9 14.5 -162.4 162.4
9 12 50.0 -104.5 154.5 6.9 -97.6 147.6
10 9 51.0 -8.7 59.7 9.6 0.9 50.1
11 10 65.0 1.9 63.1 8.5 10.4 54.6
12 13 -9.4 3.6 -13.0 6.4 10.0 -19.4
13 10 -29.2 -76.1 46.9 8.5 -67.6 38.4
14 43 -9.4 -43.5 34.1 0.9 -42.6 33.2
15 *6 -13.0 -25.8 12.8 14.5 -11.3 -1.7
16 6 52.0 -51.9 103.9 14.5 -37.4 89.4
17 2 23.0 -99.7 122.7 40.8 -58.9 81.9
18 4 0.0 -83.8 83.8 21.5 -62.3 62.3

RT(B)* = lower-bounding reference temperature for the k-th material without sample size-adjustment
ART(k)*= RT(T) - lRT(k)*

LB NDT(O) L

RT(")** = lower-bounding reference temperature for the kth material with sample size-adjustment
ART(k)** - RT(k) -_RT(k)**

epistemic 1NDTO LB

The adjusted ASME lower-bounding curve shown in Fig. 36 has the following form:

Kl= 23.65 + 29.56exp[0.02(T - RTNDT)] ksiinJ. (88)

with (T - RTNDT) in OF. The adjustment for sample size indicated in Table 11 assumes that Eq. (88)

represents a 0.01 fractile. The RTNDTO -To CDF (Figs. 34 and 37) is a Weibull distribution with a

flaw-size dependence

(R TNDTO - TO) <- W(aaxT, 12 2 .4 , 2 .2 5)

_1.8 In80(BxT//B1T)11 4 -10 ]

0.019 [ 70 [1F]

alT =-27.82 OF

BxT = flaw length [in.]

BIT= 1.0 in.

(89)
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The lower-bounding CDF, Eq. (90), quantifies the epistemic uncertainty in RTNDT in a manner fully

consistent with the constraints placed on the toughness models used in the PTS re-evaluation effort.

In Fig. 37, we also compare this quantification of epistemic uncertainty with that based on the Master

Curve. This comparison illustrates that the implicit treatment of size effects adopted when developing

the alternative CDF using ASTM E 399 valid data produces a result quite similar in form to that

based on the Master Curve. The similarity of the alternative CDF to the Master Curve-based CDF

provides a link between the RTLB concept developed to conform to the requirements of the PTS re-

evaluation and the physical and empirical underpinnings of the Master Curve, thereby demonstrating

that aleatory and epistemic uncertainties can be reasonably distinguished using RTLB and ARTLB. The

epistemic uncertainty in the unirradiated value of RTNDTh is estimated by sampling from the following

Weibull distribution (see Appendix F for details on the development of Eq. (90)):

dRTp,,imw -- W(-45.586,131.27,2.177)

WRTeptem, = -45.586 + 131.27[I1n(I -)]' 1 21 77 [°F] (90)

where 0 <- U(0,1)

Combined with the sampled irradiation-shift term described in Sect. 4.2.2, the irradiated value of

n/NDT is calculated by

WT N (r,...) = JTNDTO - Tepistemic + ,RTNDT(r,...) (91)

where tTNDOr '-NN,,°) and N'D is a function of the position of the crack tip due to

the attenuation of the fast-neutron fluence at position r in the vessel wall.

.. . . . .. . . .. .....

os
U.

0.4 V 1.556T
0 ý4T

0,.2 RT -T
NDT 0

-900 -50 0o so 100 150 200 25d02JMOC 10 Kptw

ARTLB, (RTND - To) (OF)
Fig. 37. Comparison of cumulative distribution functions developed for RTNDoo-To and

RTND7o-RTLB .
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4.2.6 Index Temperature RTAr,.est - Uncertainty Classification and Quantification

To enable all commercial operators of pressurized water reactors to assess the state of their RPV

relative to new PTS screening criteria without the need to make new material property measurements,

the arrest fracture toughness of the RPV needs to be estimated using only currently available

unirradiated RTNDTO values. These restrictions suggest that very limited information, specifically a

value of RTNDTO, is available to define the arrest fracture-toughness model appropriate to a particular

steel in a particular RPV. Consequently, the temperature dependency and uncertainty of the arrest

fracture-toughness model will either have to be demonstrated or assumed to be invariant over a wide

range of conditions because sufficient information is not available to establish these features on a

heat-specific basis [108].

The information presented in [108] suggests that a relevant arrest reference temperature can be

defined based on (a) an index temperature that defines the position of the plane-strain crack arrest

toughness, Kia , transition curve on the temperature axis and (b) a relationship between the index

temperatures for the initiation and arrest fracture-toughness curves (assuming such a relationship

exists). For this study, the temperature dependency of Kia data was assumed to be universal to all

reactor pressure vessel steels, or, more specifically, within this class of materials the temperature

dependency was assumed to be insensitive to all individual and combined effects of alloying, heat

treatment (and other thermal processing), mechanical processing, and irradiation. These material

variables only influence the temperature range over which a particular steel experiences a transition

from brittle behavior (at low temperatures) to ductile behavior (at higher temperatures), this being

quantified by a heat-specific index temperature value. Furthermore, the information presented in

[108] suggests that the relationship between the index temperatures for crack initiation and crack

arrest toughness is also not expected to be influenced strongly by heat-specific factors.

From [108]:

Crack arrest occurs when dislocations can move faster than the crack
propagates, resulting in crack tip blunting and arrest. Dislocation mobility
therefore controls the ability of a ferritic steel to arrest a running cleavage
crack, and thus its crack arrest toughness. The atomic lattice structure is the
only feature of the material that controls the temperature dependence of the
material properties that are controlled by dislocation motion. Consequently, as
was the case for crack initiation toughness, the temperature dependency of
crack arrest toughness depends only on the short-range barriers to dislocation
motion established by the BCC lattice structure. Other features that vary with
steel composition, heat treatment, and irradiation include grain size/boundaries,
point defects, inclusions, precipitates, and dislocation substructures. These
features all influence dislocation motion, and thereby both strength and
toughness, but their large inter-barrier spacing relative to the atomic scale
associated with the lattice structure makes these effects completely athermal.
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This understanding suggests that the myriad of metallurgical factors that can
influence absolute strength and toughness values, and thereby the transition
temperature, exert no control over the temperature dependency of arrest
toughness in fracture mode transition. Additionally, since K1 , and K&a both
depend on the ability of the material to absorb energy via dislocation motion, K1 ,
and K&a are both expected to exhibit a similar temperature dependence.

As described in [108], a strong physical basis supports a temperature dependency in arrest fracture-

toughness data that is universal to all ferritic steels; this temperature dependence has a similar

functional form to that of crack-initiation toughness. Mathematically, Wallin and co-workers

proposed [126,127]:

Kla(.nean) =30+ 70exp[0.019(T- TJ])] [MPa,[m] (92)

where (T-Trjaa) is in 'C. Equation (92) describes the temperature (7) dependency of the mean

arrest toughness (Ka(.me..)). In this equation, temperature is normalized to the index temperature TKIa,

where TrI, is defined as the temperature at which the mean arrest toughness is 100 MPaVm

(91 ksi in. ). Wallin found that a lognormal distribution having a lognormal standard deviation of

0.18 fits the extensive database used in his study.

The physical understanding of the relationship between crack initiation and crack arrest presented in

[108] suggests that the temperature separation between the K1 , and Kia transition curves should

progressively diminish as the material is hardened (e.g. by cold work, irradiation, etc.). Available

empirical evidence supports this expectation, as illustrated in Fig. 38. An exponentially decaying

functional form for the mean was selected to represent these data, because this relationship had the

mathematical form anticipated from physical considerations (i.e. the separation between the K1 , and

Kia curves diminishes as T, increases). This nonlinear regression fit was:

ARTIRAEST(...) -T, -T =44.123.exp{-0.006T0} [-C] (93)

where ARTARREST is distributed lognormally about the mean given by Eq. (93), with an estimated log-

normal standard deviation of 0.39 (see Fig. 39). Table 12 presents several reference-transition temp-

erature indices for the steels in the ORNL 99/27 Kzo database including RTA,.res, calculated from

Eq. (93).
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Table 12. ORNL 99/27 KIa Database - Reference-Transition Temperatures

Material Product Sample RTNDTO RTLB TO RTA,.rest TrIa

ID Form Size (OF) (OF) (OF) (OF) (OF)
HSST-02 Plate 50 0 -2.1 -17 76.8 75.2

72W Weld 32 -9.4 -42.6 -70 49.8 8.6
73W Weld 26 -29.2 -67.6 -78 34.1 6.8

Midland Weld 4 32.2 -58.9 NA NA NA
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Fig. 38. Lognormal distribution of ARTARST = TK,, -To as a function of To
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P= 1 -exp[-( (ART -a)/b)c] 
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Fig. 40. Proposed adjustment to RTLB arises from observed offset between A RTLB CDF and
RTNDT - To CDF at median (P = 0.5).

An approximate connection between To and the initiation reference temperature RTLB can be

established from the observed offset of 14.4 'F between the medians of the RTNDTo-TO CDF and the

ARTLJ CDF in Fig. 40. This observation allows us to apply Eq. (93) to develop a distribution for the

epistemic uncertainty in the arrest reference temperature linked to the epistemic uncertainty in the

initiation reference temperature.

Miepis,-arres. = Wepisfe,nic - 14.4 ['F] (94)

where episenic has been sampled from the distribution given by Eq. (90). The sampled arrest

reference temperature can now be calculated by

WTARREST(r,...) = ..T. - ,epist-arres + WRTARREST + (95)

where ND•o0 epist-arrest, and NDT (r,..-) have not been re-sampled from their initiation values

and ýRTARREST <- A(Oln(Ar.91 .sr ),) ,n(rAR ) ) is sampled from the following lognormal distribution:
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p2

PIn(ART1ppRsT) = [2
where

0 )(WJ•NDTo -- lepis...... -32)/1.8 [-C]

...... , = 44.122exp[-0.005971 x 0 [°C] (96)

;jln(AR_,T S = in {exp [0.389982 + 211n(M AREST(mnean))] - var (F0)} - 2 In [•f s....... 71

where

(12.778)2 for F. < -35.7 'C

var(f0)= 99.905972-1.7748073P. for-35.7f 0C><.56•0  C

1 for P)> 56 -C

and •,RTARREST is sampled from (see Step 11 in Sect. 4.5)

RTTARREsr = 1.8 exp [;in(ART_,,, ) , P + An(ARTA,_, ] [OF]

<P -- N(0,1); 2e, is the standard normal deviate corresponding to the P fractile

(0 < Pf < 1) for this trial in the crack Initiation - Growth - Arrest model.

See Appendix F for the details of the development of Eq. (96).

4.2.7 Plane-Strain Static Cleavage Initiation Toughness -K

Using the Kc data in the ORNL 99/27 fracture-toughness database (see Fig. 41) and the new lower-

bounding reference temperature, RTLB, a statistical model based on a Weibull distribution was

developed by applying the statistical procedures given in [74]. The cumulative distribution function

(CDF) for the Weibull model has the following form:

[ 0; KI < aK,,

Pr(Kg < K) = OK, (K, IRK, , )= _ K(_aK,. (ýT.,rTvE) (97)
" ° " 1-exp[ • bK,. (RTP-L~ATI VE) K<l

where the inverse CDF or percentile function is given by

K, (XT) = P,, (WT) + 9,, (WT)[-ln(l - (1K")] I/c . for 0 <K,. <1 (98)

for aK< K,, KIc(max)

where the bounding value of Klc(nmax) is input by the user to FAVOR (typically Klc(max) =

200 ksi\i~n. ). The parameters of the distribution are

107



aK, (RTRELATIVE) = 19.35 + 8.335exp[0.02254(RTRELATIvE)] [ksi Fin]

bK ,. (RTRELATIVE)= 15.61 + 50.132 exp [0.008(RTRELATIVE)] [ksiim.]

CK, = 4

(99)
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Fig. 41. Weibull statistical distribution for plane-strain cleavage initiation fracture toughness,
Kic, with prescribed validity bounds. The ORNL 99/27 K1c database was used in the
construction of the model.

)0

t"w

with KI, in ksi•in and ZRELATIVE = T(r) - I'NDT(r,.) in 7F. Note that this Weibull statistical
model describes the aleatory uncertainty in the plane-strain static initiation fracture toughness, since

it is assumed that the epistemic uncertainty has been reduced by the sampled •.RTepistemic in Eq. (90).
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4.2.8 Plane-Strain Crack Arrest Toughness - Kia

Two lognormnal distributions (see Fig. 42) are available in FAVOR to describe the aleatory

uncertainty in the plane-strain crack arrest toughness, K10 . For a lognormal distribution with random

variate, x, the cumulative distribution function is expressed by

Pr{X < x} = 1x J- 2•-exp-[r 2( U2i(] d• =
o~v~f ~ K 2 ~~~-'(100)

(D ln(x)') 1/ =• )'./exp d- d

The function F can be evaluated numerically through its relation to the error function, erf(x), such

that for a given applied stress intensity factor, Ki, and normalized temperature, AT= T-RT4r,.,,

Pr{IK,} = K, ln(K,)-- (AT) -lIerf ln(K,)- /n1(K,,)(AT) + (101)

where •Ko is now the cumulative probability of crack extension and the error function (a special

case of the incomplete gamma function, P(ax2)) is defined by

P(0.5,x- = erf(x)= exp(-•-)d• (102)

erf(-x) = -erf(x)

The inverse CDF for the lognormal distribution allows sampling of KI, by
Kl,,(),oTPELATIVE)= exp Z$K(,) 2(DKZ. + -tI.,K,., (RTRELA.TIVE)]

Z*D,. = standard normal deviate (103)

corresponding to the 4K,, fractile

,o - U(O, 1)

109



AI H I

'I)

250

200

150

100

50

* HSST 02 RT,,,,t = 24.9 °C (76.8 °F)
Arrs

* 72W RTArrs = 9.9 °C (49.8 OF)

* 73W RT = 1.2 °C (34.1 OF) 99%Arrest o•

Lognormal Model "95%
K, , = 27.3016 + 69.962 exp[ 0.0061(T-RT,,)] [ksi'hin] / ,"

-.a., =0.18 "

* - 50%

5%

- -. -1%

-300 -200 -100 0 100 200

07/30/02.K3 ptw( T'mTArrest)( (F)(a)
700

600

500

'.4
'I-

C

(0

'U

400

300

200

100

(b) (T-RT Arres l) (TF) 06/3/2003 K8 ptw

Fig. 42. Lognormal statistical distribution for plane-strain crack arrest fracture toughness, K1 a,
constructed using the (a) Model 1: ORNL 99/27 Kia database normalized by the arrest
reference temperature, RTArresI and (b) Model 2: Extended Kl0 database normalized by
the arrest reference temperature, RTArrs,.
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Model 1 is based on the ORNL 99/27 Kia database of 112 data points which were taken using CCA

specimens. The parameters of the Model 1 Kia lognormal distribution, shown in Fig. 42a, are

/,1n(K,o)(RTREL4T, VE) = In[K I(•TR EL4TfvE)] 22
0

7.K,,)

where

-t.n(K,) =0.18 (104)

K~a(mea.)(WTRELTIvE) = 27.302 + 69.962exp[O0.OO6057(WTRELT~vE)] [ksiJi~K]-

WTRELATIVE =T(r,z-)-r,'rr,,(r,-..) [VF]

The equation for the mean was developed by nonlinear regression of the data shown in Fig. 42a.

Model 1 is recommended to be used when the ductile-tearing model is not activated, and an upper

bound for Ki, of 200 ksi/i*n. should be set in the FAVPFM input file.

Model 2 is based on the Extended K1 ,, database of 183 data points which were taken using both CCA

specimens and Large-Specimen experiments. The parameters of the Model 2 K1, lognormal distribu-

tion, shown in Fig. 42b, are

2

2
where

Cin(K,) = 0.34 (105)

K e,,(...n. (TREL4T1l'E) =27.302 + 70.6998 exp [0.00899 1(NTRELATIVE)] [ksi i•.]

WTRELA TIE = T(r, r) - ... , (,-,...) ['F]

Model 2 will be automatically selected when the ductile-tearing model is activated, and any specified

upper bound on Kia is ignored.
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4.2.9 Material Chemistry -Sampling Protocols

The sampling protocol used by FAVOR, v04. 1, requires estimated chemistry (Cu, Ni, and P) content

values for each weld and plate subregion used to model the beltline shells of the vessel. The user will,

therefore, input best-heat estimates designated as HEc1 , HENi, and HEp in wt%.

FAVOR treats the vessel beltline as a collection of major regions of plates, forgings, and welds.

These major regions are then discretized into subregions, where within a given subregion flaws are

analyzed through Monte Carlo realizations of the RPV subjected to the PTS transients under study.

The sampling protocols for plate and weld chemistry distinguish between the first flaw simulated in a

subregion, designated as Flawl, and all subsequent flaws in the subregion, designated as Flawx. The

plate or weld chemistry for the set of Flawx's will be perturbations of the sampled Flaw 1 chemistry

for this subregion. This variation in chemistry is intended to simulate local variability in the

subregion chemistry.

Plate Subregion Chemistry

Flawl

The Cu, Ni, and P content (expressed in wt%) for the first flaw in a subregion are sampled from the

following normal distributions:

&ttFlawl, <- N( HEcII, ucrcd

Wri Flawl <-- N (HE Ni , uNi) (106)

P~al•-N(HEp, urp)

where the recommended constant standard deviations are

ac, = 0.0073 wt%

UNi = 0.0244 wt% (107)

cUP = 0.0013 wt%

The triplet (acc,,, 0 Ncyp) is supplied by the user in the input file for tile FAVPFM module. Negative

values of sampled F and PFi,,,.i are handled as nonphysical exceptions in FAVOR using

the truncation protocol described in Sect. 3.3.6, with 0.0 applied as a one-sided truncation boundary.
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Flawx - local variability

All subsequent flaws in a given subregion should contain small local variability in Cu, Ni, and P

content. This local variability is determined by sampling values from the following logistic

distributions:

9UFlawx 4-- CUFlawI + L(-3.89 x 10-7,0.00191)

liFawx -- Nipa,,l + L(- 1.39 x 10-7,0.00678) (108)

PFiawx <- P"FlawI + L(1.30 x 10-5,0.000286)

PCuFlawx =-3.89xlO0-7 _-0.001911hill -1I for D•Cu<---U(0,1)

CU Flaiwr =- CU Flawl + PC~u-Flawvx

=I--Flawr 1.39x 10- 7 -0.006781 n[ . 1 forDNi<-U(Ol)L DNiJ (109)

NiFlatx = NiFlawl + PNi-Flawx

-P_Flawtc= 1.3 x 10-5 O.000286In •- -1 for41 p - U(0,l)

PFlawvx = PFlawl + •P-Flawx

Negative values of sampled •UFI,....•F! ... and PFI...... are handled as nonphysical exceptions in

FAVOR using the truncation protocol described in Sect. 3.3.6, with 0.0 applied as a one-sided

truncation boundary.

Throuph-thickness sampling for Plates

There is no resampling protocol for flaws growing through the thickness of plate subregions.

Weld Subregion Chemistry

Flawl

Copper, CUFlawl :

The Cu content for the first flaw in a weld subregion is sampled from a normal distribution with mean

equal to the heat estimate for Cu and a sampled standard deviation:

& Fl/awl -- N(HEct, 'Cu)

UCU <-- N(0.I67xHEc,, mnin(0.O718xHEc,0.0O185)) (110)
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Nickel, NiFlawI.:

Ni-addition welds (heats 34B009 and W5214)

The Ni content for the first flaw in a weld subregion is sampled from a normal distribution with mean

equal to the heat estimate for Ni and standard deviation equal to 0.162.

RiFjaw, <-- N(HENi,0. 162) ( 1

All other heats

The Ni content for the first flaw in a weld subregion is sampled from a normal distribution with mean

equal to the heat estimate for Ni and standard deviation sampled from a normal distribution with

mean equal to 0.029 wt% and standard deviation equal to 0.0 165 wt%.

RiFlawl <- N(HE Ni rNi,..,) (112)

'iNitFb,. <- N(0.029,0.0165)

Phosphorous, PFlawlI:

The phosphorous content for the first flaw in a weld subregion is sampled from a normal distribution

with mean equal to the heat estimate for phosphorous and standard deviation equal to 0.00 13.

PFlawIl <- N(HEp,0.00 13) (113)

Negative values of sampled L;UFI,,,.,I, RiFna,, and PFl,.i are handled as nonphysical exceptions in

FAVOR using the truncation protocol described in Sect. 3.3.6, with 0.0 applied as a one-sided

truncation boundary.

Flawx - local variability

All subsequent flaws in a given weld subregion should contain small local variability in Cu, Ni, and P

content.

Copper, CupFla,:

The local variability for Cu is determined by sampling a Ac,, value drawn from a logistic distribution

with parameters a = 6.85 x 10-8 and/3 = 0.0072 such that

c.u-Flawr <- L(6.85 x 10-8,0.0072)

Ci-Floi. =6.85x10-8 -0.00721In I-[ I for IC,, <- U(0,1) (114)

N1 Flawx = CUFlawl + 1)i-Flawx
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Nickel, NiFl,,,x"

The local variability for Ni is determined by sampling a ANi value drawn from a logistic distribution

with parameters a = -0.00 14 and 8J = 0.00647 such that

ANi-Flawx - L(-0.0014,0.00647)

AM-Flawx = -0.0014-0.006471In - 11 for DNi <- U(0, 1) (115)

MFlawx = Nilmtl + ANi-Flawx

The same local variability samplings are applied to Ni-addition and non-Ni-addition welds.

Phosphorous, PFlaw,::

The local variability for phosphorous is determined by sampling a Ap value drawn from a logistic

distribution with parameters a = 3.27.x 10-6 and 8 = 0.000449.

AP-Flawx <- L(3.27 x 10-6,0.000449)

P-Fiax- =o3.27x10 -0.000449k [- -- 1 for'qDp÷-U(0,1) (116)

VFlawx = PFmvlI + ANi-Flatx

Negative values of sampled L'FIu ... , riF/....,, and PFI,... are handled as nonphysical exceptions in

FAVOR using the truncation protocol described in Sect. 3.3.6, with 0.0 applied as a one-sided

truncation boundary.

Through-thickness re-sampling for Weld Layers

Due to their thickness, RPV welds were typically constructed using multiple coils of weld wire. The

variability in chemistry from one coil or weld layer to another is resampled in FAVOR as a given

crack grows through the wall and enters a new weld layer. The weld-layer thickness in which this

variability is imposed is every I/4T of the RPV. In general, when a flaw has initiated, the weld

chemistry content is not resampled for each growth increment. However, if the inner crack tip of the

flaw has moved from one 1/4T of the vessel wall thickness to an adjoining 1/4T region, then the

chemistry of the weld is sampled as if the flaw had advanced into a new material.
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Additional Comments on Chemistry Sampling in Plate and Weld Subregions

When a sampled chemistry value for the first flaw in a subregion (for the current RPV trial) is

truncated internally by FAVPFM, the non-truncated chemistry value for Flaw] continues to be used

as the basis for subsequent local variability perturbation samplings. As an example, for a given RPV

trial and first flaw in a given subregion, the sampled value of Cua,., might be truncated back to 0.25

for Linde welds or to 0.305 for all other welds, plates, and forgings, when applying the Eason and

Wright correlation [86] to calculate ARTNDT However, FAVPFM will utilize the non-truncated value

for CuFý[ in the determination of the -local variability copper content, Eun .... , for all subsequent

flaws located in this subregion for the current RPV trial. The rationale for this procedure is that the

local variability random perturbation sampled for copper, XC, as determined from its logistic

distribution, could possibly be sufficiently negative such that the perturbed value of Eun.. might

take on a value below the truncation upper bound. However, if the value of 7UFn,, should exceed the

upper truncation boundary, then FAVPFM will automatically truncate back to the appropriate upper

bound.
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4.3 NRC RVID2 Database

The Reactor Vessel Integrity Database, RVID [ 128] , developed following the NRC staff review of

licensee responses to Generic Letter (GL) 92-0 1, Revision 1, provides a key source of input data for

FAVOR. The most recent update of the database, RVID2 [129], was released in July of 2000. The

RIVD2 summarizes the properties of the reactor vessel beltline materials for each operating

commercial nuclear power plant. The RVID includes four tables for each plant: (1) background

information table, (2) chemistry data table, (3) upper-shelf energy table, and (4) pressure-temperature

limits or pressurized thermal shock table. References and notes follow, each table to document the

source(s) of data and to provide supplemental information. Appendix D presents a selection of

RVID2 data relevant to FAVOR for the four power plants included in the PTS Re-evaluation Project.

As of this writing, they are: (1) Beaver Valley 1, (2) Calvert Cliffs 1, (3) Oconee 1, and

(4) Pallisades 1.

4.4 Discrete Flaw Density and Size Distributions

The method used to quantify the uncertainty in the flaw characterization is to include 1000 flaw-

characterization records in each of the three data files: (1) inner surface-breaking flaws (2) embedded

flaws in weld material, and (3) embedded flaws in plate material. The flaw-characterization file for

inner surface- breaking flaws is applicable to weld and plate material. Each of these records contains

separate discrete flaw-density and flaw-size distributions.

During the Monte Carlo PFM analysis, the RPV flaw-characterization data for the first stochastically

generated RPV trial are taken from the first group of records, i.e., the first inner surface-breaking

record, the first embedded-flaw weld material record, and the first embedded-flaw plate material

record. The RPV flaw characterization for the second stochastically generated RPV trial is

determined from the second group of records, etc. The RPV trials cycle through the flaw-

characterization records sequentially up to 1000, and then restart at the first record.

Inner surface-breaking flaw density data are expressed in flaws per unit RPV-inner-surface area and

weld subregion embedded flaws are flaws per unit area on the fusion line between the weld and

adjacent plate subregions. These conventions are consistent with the physical model utilized by

Pacific Northwest National Laboratory to derive the flaw characterization data input to FAVOR.

Embedded flaws in plate regions are expressed on a volumetric basis.
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Figures 43a and 43b illustrate axial and circumferential weld subregion elements, respectively. The

number of flaws in each of these weld elements is calculated (internally by FAVOR) as the sum of

the number of inner- surface breaking flaws and the number of embedded flaws as follows:

Number of Flaws j7' 2'R
(in Weld Subregions)= Ls.3,- .V dz d]+ PEW23

PsB = inner surface-breaking flaw density (per unit surface area - flaws/in 2)
PER = weld embedded-flaw density (per unit weld-fusion area - flaws/in 2)

d4 = user-input weld-fusion area (for one side of weld) (in2 - input by user) (117)
R. = internal radius of RPV (in. - input by user)
dz = height of subregion element (in. - input by user)
dO = subtended angle of subregion element ( degrees - input by user)

where PsB and PEW are summed over all flaw depths.

For axial welds, the fusion lines are on the sides of the weld, whereas for circumferential welds, the

fusion lines are on the top and bottom of the welds. In the term {2 (3/8) dA }, the factor of 2 accounts

for the fact that the user input data is the area on one side of the fusion line whereas flaws reside in

fusion lines on both sides of the welds. The (3/8) accounts for the fact that embedded flaws that reside

beyond the first 3/8 of the base metal are not included in a PTS analysis. All flaw densities are

assumed to be uniform through the RPV wall thickness.

Figure 43c illustrates a plate subregion element. The number of flaws in each of these plate elements

is calculated (internally by FAVOR) as the sum of the number of inner surface-breaking flaws and the

number of embedded flaws as follows:

Number of Flaws I ssl6Idd]+e[(3),(~_RiCT))d(61

in Plate Subregions 360 8 R(3
~iS)be oflv K DI )

PsB = inner surface-breaking flaw density (per unit surface area - flaws/in 2)

PEP = plate embedded-flaw density sununed over all flaw depths

(flaws per unit volume - flaws/in 3)

= external radius of RPV (in - input by user) (118)

R = internal radius of RPV (in. - input by user)

CLTH = cladding thickness (in. - input by user)

dz = height of subregion element (in. - input by user)

dO = subtended angle of subregion element
( degrees - input by user)

where ps, and p, are summed over all flaw depths.
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(a)

CI'

(b)

Fig. 43. Weld fusion area definitions for (a) axial-weld subregion elements and
(b) circumferential subregion elements.
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Plate Subregion Element

Fig. 43. (continued) (c) Plate subregion element.
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4.5 Summary of Sampling Distributions and Protocols

Plane-Strain Static Initiation

The following sampling distribution and protocols have been implemented in the FAVOR code

(FAVPFM) to represent (for a given flaw at a given time in the specific PTS transient under study)

the epistemic and aleatory uncertainties in the plane-strain static initiation fracture-toughness values

used in determining the probability of cleavage initiation:

Step 1. For plate, forging, and weld product forms, provide the following input to FAVOR:

Provide best estimates for the mean and standard deviation for normal distributions of copper,
nickel, and phosphorous content, N(Cu, ao,), N(Ni, aN), N(-P, ) .9

Provide a best estimate for the mean and standard deviation for a normal distribution of
fluence at the inside surface of the vessel, N(.O(0),o-fo0 ).

Provide a best estimate for the standard deviations, -RTND., of unirradiated RTNDTO and

-ARTN,, of the irradiation shift model ARTNDT. The value of 07ART is used only to

calculate the regulatory value of RTpTS for reporting purposes.

Provide the coolant temperature, T, in 'F, and RPV exposure time in EFPY, where T, is the
temperature of the coolant on the inner surface of the RPV beltline region (adjacent to the
active core) at the time the transient originates (at time = 0).

Determine the current regulatory estimate of the mean value of the unirradiated RTNDT from
the Reactor Vessel Integrity Database (RVID2) [129] for the material of interest (see
Appendix D).

a) If this RTNDT value was determined using either the ASME NB-2331 or MTEB 5-2
methods, designate the value of RTNDTUo.lm from RVID as R-TiR•Do and proceed directly to

Step 2.

b) If this RTNDT value was determined using the Generic method, assign RTVDTr as -8 'F for

welds and 0 'F for plates and forgings; sample WTNDoT <- N(R-TNDrO, o-RTT ); then proceed

to Step 2.

9 Note that negative values of •u, i, and P sampled fromn normal distributions are handled as nonphysical
exceptions in FAVOR using the truncation protocol described in Sect. 3.3.6 with 0.0 as the truncation
boundary.
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Step 2. Generate a random number, 4), between 0 and I from a uniform distribution. Use this random
number to samplel° a value of WRTeiseic from the following Weibull percentile function
(inverse CDF):

WRTwemic <- W(-45.586,131.27,2.177)

WRTepi•,,em = -45.586 + 131.27 [-In (I - $)]1/2.177 [OF] (119)

WRgTepistemic represents the epistemic uncertainty in RTNDTo.

Step 3. Sample the irradiation shift, WRTNDT , using the Eason and Wright [861 embrittlement
correlation from sampled values (sampled for each flaw) of neutron fluence, fo(r) ; copper

content, Nu +- N(-Cu, u,) ; nickel content, Ri <- N(N-i, a,,); phosphorous content,

P +- N(P, a,); and product form.

ýRTVDr.(r,...) ... 0.. ... ) weld

1.10T30(r_...) plate and forgings
(120)

where

ATo(Ri,u, TP, 0 (r), z .. , product form) =

A exp T19310 + IOP) ( .4601 +B1+ 2.4 0i(r +Bias

( ý + 4 60 ),( + 1N (r)()
0 r) + B ias. i x ~ i o~

8.86x 10-7 for welds 1
A 19.30x 10-17 for forgings

12.7×10-17 forplates J
230 for welds

132 for forgings
B=

206 for plates in CE vessels

156 for other plates

(r))( =1 + I tanh[ log ° (!0 (r) + 4.579 x 1012 'exposure -18.2651

0for >u 0.072 wt %1

f (ýuI={(-u0.o72 ) 0659 for &7 > 0.072 wt %

10 A curved overbar, T[, indicates a sampled random variate. A braced overbar, T, indicates that sampling has
occurred in a prior step but not in the current step.
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subject to

0.25 for welds with Linde 80 or Linde 0091 flux
Czlu. = { 0.305 for everything else

and

= 0 for txpe < 97000h h
Bias=

9.4 for t Žxpou• > 97000 hJ

where Lu is the sampled copper content in wt%, Ri is the sampled nickel content in wt%, 1P
is the sampled phosphorous content in wt%, f0 (r) is the sampled and then attenuated neutron

fluence in n/cm 2, r is the position from the inner surface of RPV wall, epos,,ure is exposure
time in hours (input to FAVOR in EFPY), and T, is coolant temperature in OF. The fast-
neutron fluence at the inner surface of the vessel is sampled using the protocol described-in
Sect. 4.2.3. The sampled neutron fluence for the flaw is then attenuated (but not resampled)

as the crack grows through the wall to produce ý0 (r).

Step 4. Calculate the sampled, irradiated value of RTNDT from

WTNDT (r,...) = WTNDTO - IRTepi,,tc + •,RT NDT (r,...) (121)

where WTADTOo = TNDTO <- N(RTNDTO I, RTIr) if RVID2 method is Generic

Heat Estimate of WTNDTO if RVID2 method is NB-2331 or MTEB 5-2

Step 5. Calculate the normalized temperature of the vessel at the current location, r, of the crack tip
in the RPV wall as

WTRELATivE(.) = T(r, r) - WTNDT (r,..) (122)

Step 6. Calculate the parameters of the Weibull distribution of the KI, Weibull statistical distribution
by

aK,, (WT RELATIvE) = 19.35 + 8.335expI0.02254(WTRELATIVE) [ksiiJn.]

bK' (WTRELATIVE) = 15.61 + 50.132exp[0.008(WTRELATIVE)] [ksi ,i.] (123)

CK, = 4

with K1 , in ksi•1in and AT= (T-RTNDT) in OF.

Note that this Weibull statistical model describes the aleatory uncertainty in plane-strain
static initiation.
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Step 7. For a given applied K1 , calculate the instantaneous conditional probability of crack initiation,
Pr{Kl, < K, } with aleatory uncertainty, from the following Weibull distribution

0; K<aK,

Pr(K=-exp K) -aK .K(•TREL TivE) KI ; K1 >aK (124)

1b,1 (WTRELATIVE)

If the flaw is determined to be in a warn-prestressing state (and the WPS option has been
turned on by the user), then the conditional probability of initiation is set to zero. See
Sect. 3.3.4 for a complete discussion of warm prestressing.

Plane-Strain Static Crack Arrest

Assuming that the given flaw at a given time (for the specific PTS transient under study) has a finite

conditional probability of initiation that is increasing with time, the following protocol has been

implemented in FAVOR as a part of the Initiation-Growth-Arrest (IGA) submodel (see Sect. 3.3.12)

to represent the epistemic and aleatory uncertainties in plane-strain crack arrest fracture-toughness

values.

Step 8. For plate, forging, and weld product forms, the following input will have been provided to
FAVOR:

Best estimates for the mean and standard deviation for nonnal distributions of copper, nickel,

and phosphorous content: N(Cu, acr ), N(Ni. ) N(P, a,). I I

Best estimate for the mean and standard deviation for a normal distribution of fluence at the
inside surface of the vessel, N(fj(O),o-'f) 2

Best estimate for the standard deviation, aRT.. , of unirradiated RTNDT

The coolant temperature, T, in 'F, and RPV exposure time in EFPY.

From the initiation procedure for this flaw, the current regulatory estimate of the unirradiated
RTNDT will have already been determined from the Reactor Vessel Integrity Database

(RVID2) [129] for the material of interest (see Appendix D) and designated as either RT Too if

the RVID2 RTNDT(,), method is NB-2331 or MTEB 5-2 or sampled from a normal distribution

WT NDTO <- N(RTN.DT(RIDo IrvrrVD0 ) if the RVID2 RTNDT(,) method is Generic.

Note that negative values of chemistry content ( Nu, i, and P) sampled from normal distributions are
handled as nonphysical exceptions in FAVOR using the truncation protocol described in Sect. 3.3.4 with 0 as
the truncation boundary.

12 Note that sampled negative values of fluence, ',(O), are handled as nonphysical exceptions in FAVOR using
the truncation protocol described in Sect. 3.3.4 with 0 as the truncation boundary.
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Step 9. Retrieve the value of Affw-i determined from Step 2 in the initiation procedure applied for
this flaw and adjust the epistemic uncertainty in RTNDT by applying a shift of -14.4 OF

afepist-st . , = eptslemic -14.4 [°F] (125)

Note that this step does not involve a resampling of epiew,.ic.

Step 10. Retrieve the sampled value of the irradiation shift for this flaw, R NDT(r,...), determined

from Step 3 in the initiation procedure applied for this flaw at its current position in the RPV
wall. Note that this step does not involve a resampling of NDT (r_...).

Step 11. Sample WRTAPREST <- A(0(A T)' ATA..... )) from a lognormal distribution (see

Appendix F) where

• • 2
oln(ART~usr) =lin [H+ARREST(mean)] 2 PnAR.R

where
(HNDTo-- pist-...... 32)/1.8 [-C-]

..ARREST(..) = 44.122 exp -0.005971 x [0 C] (126)

On(ARTAREpS) = VIn {exp[0.389982 +2n( ARREST(mean))] -var0()}-2In[ .RRsr•m... ]

where

(12.778)2 for P.< -35.7 'C

var(F0)= 99.905972-1.7748073P. for-35.7 0C_<•<56 0C

0 for F > 56 0C

,RTARREST is sampled from the lognormal percentile function and then converted into OF

ýRT ARRIEST =1. 8 exp [PIn(ART4 ,,.2 ) + Phn(ART,_ )] [OF]

e-- N(O, 1); 2 is the standard normal deviate corresponding to the Pf fractile
f fP

(0 < P < 1) for this trial in the crack Initiation - Growth - Arrest model.

Step 12. Calculate the estimated arrest reference temperature, T.4RREST

WTA.,Es-(r .... ) -tD -- X p.... + ýRTARREST + NLT(r...) (127)

Step 13. Calculate the normalized (relative to WTARREST) temperature of the vessel at the current
location, r, in the RPV wall

RTRELATIVE(r,...) = T(r, t) - TA.ES(r,...) (128)
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Step 14. Calculate the lognormal mean, PI.(K ,)(WT ELA Tvr"E) , of the Kia statistical distribution by

2

2
where

if K1,_Model is equal to 1

Kla(ma..)(WTRELATJVE) = 27.302 + 69.962exp[0.006057(TRLA TivE)] [ksiri.] (129)

'5rln(K,o) = 0.18

else ifK,_ Model is equal to 2

Kla(mean) 6(TRELATIVE) = 27.302 + 70.6998 exp [0.00899 l(WTRELATVEl)] [ksifiin.]

=0.34

Step 15. Given the current value of K&i,,niiation from the initiation model, we first calculate the fractile,

.............. associated with this value in the arrest model by

= erff J+1 (130)
2 ~aln( K,, 12 x ý

where erf(x)-- Jexp(-) d. Using the same value of P, from Step 11, scale by

A,......... such that

= ............ )(13 1)

With this 4)K,, fractile, draw a value of KIa from its lognormal distribution

•I ( DK,, I WTREL4TIVE) = exp [a071(K, ) K
1 
K, + pn(K,) (W( TRELA TflE)] (132)

Z K,, = standard normal deviate corresponding to the 4)K,, fractile

Notes:

Note on Step 3: The current sampled value of WT30 is also used to estimate the effects of irradiation

on the unirradiated flow stress, capo,,), in the crack Initiation-Growth-Arrest model. After each

resampling of WT3, , the flow stress is adjusted by the following relation:

0. 112 ksi/°F for welds
, -a + T30 where 0 = 0.131 ksi/0 F for plates

This value of cyo,', is then used in the vessel-failure test against the pressure-induced membrane

stress in the remaining ligament, checking for net-section plastic collapse.
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Note on Step 11: The only random variate sampled in Step 11 is 2pf . All other variates have been
sampled in previous steps.

Note on Step 15: The scaling procedure in Step 15 ensures that the initial value of Kia , calculated

immediately after initiation, does not exceed the initiating value of KI, thus ensuring an initial

extension. For welds, the scaling procedure of Eq. (13 1) is used only in the weld layer in which the

flaw originally initiated. If the flaw advances into other weld layers, then this scaling is not applied,

since it is assumed that any linkage between the original initiation event and crack arrest is thereby

broken.

For either an initiated (cpi > 0) surface-breaking or embedded flaw, the flaw is first assumed to

extend to become an infinite-length flaw before it is allowed to advance through the RPV wall. It is

the applied KI of the infinite-length flaw (designated as K-i,,iatio,i,, in Step 15, Eq. (130)) that is taken as

the operative initiating Kl, to establish the required scaling factor and not the applied K1 of the

surface-breaking or embedded flaw at initiation. It was determined that scaling by the lower em-

bedded-flaw K, at initiation was an overly restrictive constraint.
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5. Summary and Conclusions

This report has provided a detailed description of the theory, algorithms, methods, and correlations

that have been implemented in this baseline release of the FAVOR, v04.1, computer code for

performing probabilistic fracture mechanics analyses of nuclear reactor pressure vessels subjected to

pressurized thermal shock and other pressure-thermal events. In support of the PTS Re-evaluation

Project, the following advanced technologies and new capabilities have been incorporated into

FAVOR, v04. 1:

* the ability to incorporate new detailed flaw-characterization distributions from NRC
research (with Pacific Northwest National Laboratory, PNNL),

" the ability to incorporate detailed neutron fluence regions - detailed fluence maps from
Brookhaven National Laboratory, BNL,

* the ability to incorporate warm-prestressing effects into the analysis,

" the ability to include temperature-dependencies in the therno-elastic properties of base and
cladding,

* the ability to include crack-face pressure loading for surface-breaking flaws,

* a new ductile-fracture model simulating stable and unstable ductile tearing,

* a new embrittlement correlation,

" the ability to include multiple transients in one execution of FAVOR,

" input from the Reactor Vessel Integrity Database, Revision 2, (RVID2) of relevant RPV
material properties,

" fracture-toughness models based on extended databases and improved statistical
distributions,

* a variable failure criterion, i.e., how far must a flaw propagate into the RPV wall for the
vessel simulation to be considered as "failed" ?

* semi-elliptic surface-breaking and embedded-flaw models,

* through-wall weld residual stresses, and an

* improved PFM methodology that incorporates modern PRA procedures for the
classification and propagation of input uncertainties and the characterization of output
uncertainties as statistical distributions.

The companion report Fracture Analysis of Vessels - Oak Ridge, FAVOR, v04.1 Computer Code:

User's Guide [45] gives complete details on input requirements and execution of FAVOR, v04.1.
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Appendix A - Background and Antecedents of FAVOR, v04.1

An important element of the PTS plant-specific analysis is the calculation of the conditional

probability of failure of the vessel by performing probabilistic fracture mechanics (PFM)

analyses. The term conditional refers here to two assumed preconditions: (1) the specific PTS

event under study has in fact occurred, and (2) the postulated flaws do exist on the surface or

embedded within the RPV wall. Combined with an estimate of the frequency of occurrence for

the event, a predicted frequency of vessel failure can then be calculated. OCA-P [1] and

VISA-I1 [2] are PTS PFM computer programs, independently developed at Oak Ridge National

Laboratory (ORNL) and Pacific Northwest National Laboratory (PNNL), respectively, in the

1980s with NRC funding, that are currently referenced in Regulatory Guide 1.154 as acceptable

codes for performing plant-specific analyses.

There have also been other proprietary and public-domain PTS PFM codes independently

developed in the US and internationally by reactor vendors and research laboratories. The

development of the OCA-P code [1] (and its deterministic predecessors, OCA-I [3], and OCA-I1

[4]) and the VISA II code [2] was preceded by two earlier probabilistic computer programs

developed by the NRC, specifically OCTAVIA [5] (Operationally Caused Transients and Vessel

Integrity Analysis) and a second unnamed code developed by Gamble and Strosnider [6].

OCTAVIA [5] was developed in the mid-1970s to calculate the probability of RPV failure from

operationally caused pressure transients which can occur in a PWR vessel at low operating

temperatures. OCTAVIA computed the pressure at which the vessel would fail for different-sized

flaws existing in the beltline region, where only axially oriented flaws in the vessel beltline were

considered. The probability of vessel failure was then calculated as the product of two factors: the

probability that the maximum-sized flaw in the beltline is of a given size, and the probability that

the transient would occur and would have a pressure exceeding the vessel failure pressure

associated with the flaw size. The probabilities of vessel failure were summed over the various

sizes to obtain the total vessel failure probability.

The code developed by Gamble and Strosnider [6] calculates the probability of flaw-induced

failure in the vessel beltline region using mathematical relationships based on linear-elastic

fracture mechanics to model variable interaction and to estimate a failure rate. The RPV failure

criterion was based on a comparison of the driving-force stress-intensity factor, K1, with the static

initiation toughness, K1,, of the material. Monte Carlo• methods were used to simulate

independently each of the several variables and model their interaction to obtain values of K, and

Kl,1 to predict the probabilities of vessel failure. Near the end of this study, an importance-
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sampling scheme was developed and incorporated into the computer code to increase the code's

efficiency for performing calculations in the transition-temperature region and to allow greater

accuracy for analyzing conditions associated with low-failure probabilities (see Appendix B of

ref. [6]).

An early version of the VISA code [7] was used in the NRC staff evaluation of PTS as described

in SECY-82-465 [8]. VISA is a simulation model, which means that the failure probability is

assessed by performing a large number of deterministic evaluations with random variables

selected for various parameters. The user can specify the thermal transient with either a

polynomial representation or an exponential decay model, and the pressure transient can be

specified with a polynomial function. The deterministic analysis in VISA assumes linear-elastic

material behavior, implying that the total maximum stresses are less than the yield strength of the

material. This assumption of linear-elastic deformation response allows stress components to be

added through linear superposition, and the principles of linear-elastic fracture mechanics

(LEFM) can be applied. For rapid thermal transients, high stresses (potentially above the yield

strength of the cladding) can occur locally at the inside surface of the vessel wall; however,

acceptable stress distributions can still be obtained over the remaining section if the overstressed

region is relatively thin. Stress intensity factors are calculated from influence coefficients

developed by Heliot, Labbens, and Pellissier-Tanon [9, 10].

Examples of internationally developed PFM/PTS codes include PASCAL (PFM Analysis of

Structural Components in Aging LWR) [11-13], OPERA [14], and PARISH (Probabilistic

Assessment of Reactor Integrity under pressurized thernmal SHock) [ 15]. In addition, other PFM

codes such as PRAISE [16] and STAR6 [17] have been developed to calculate failure

probabilities-considering the aged condition of RCW piping systems allowing for factors such as

fatigue crack growth, stress corrosion crack growth, and changes in mechanical properties.

The above codes perform PFM/PTS analyses using Monte Carlo techniques to estimate the

increase in failure probability as the vessel accumulates radiation damage over its operating life.

The results of such analyses, when compared with the limit of acceptable failure probability,

provide an estimate of the residual life of a reactor pressure vessel. Also results of such analyses

can be used to evaluate the potential benefits of plant-specific mitigating actions designed to

reduce the probability of reactor vessel failure, thus potentially extending the operating life of the

vessel [ 18].

Previous efforts at obtaining the same probabilistic solutions to a specified PTS problem using

different PFM codes have met with varying degrees of success [19-21]. Experience with the
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application of OCA-P, VISA-II, and other PFM codes as well as advancements in the science of

probabilistic risk assessment (PRA) over the past 15 years have provided insights into areas

where the PTS PFM methodology could be improved. The FAVOR computer code was initially

developed at ORNL in the early 1990s [22] (see Fig. Al) in an effort to combine the best

attributes of OCA-P and VISA-IL. In the ensuing years, the NRC-funded FAVOR code has

continued its advancement with the goal of providing a computational platform for incorporating

additional capabilities and new developments in relevant fracture-related disciplines, as illustrated

in Fig. Al.

Fig. Al. Depiction of the development history of the FAVOR code
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Appendix B - Stress-Intensity Factor Influence Coefficients
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Surface Flaws: R / t =10 and a/t=-0.2

Table B7. Influence Coefficients for Inside Axial and Circumferential Semi-elliptical
Surface Flaws: R / t =10 and a/t=0.3

Table B8. Influence Coefficients for Inside Axial Semi-elliptical Surface Flaws: R / t =10 and
a/t=0.5

Table B9. Influence Coefficients for Inside Circumferential Semi-elliptical Surface Flaws:
R / t =10 and a/t=0.5

Table BIO. Influence Coefficients for Inside Axial Infinite-Length Surface Flaws: R / t =10
Table BI1. Influence Coefficients for Inside Circumferential 360-Degree Surface Flaws:

R/t=10
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Table B1. Influence Coefficients for Inside Axial and Circumferential Semi-elliptical
Surface Flaws: R / t = 10 and a/I = 0.01

Aspect Elliptic Ko
Ratio Angle (deg) Uniform

2:1 0.00 0.764
2.37 0.754
16.60 0.690
30.80 0.669
45.00 0.660
59.20 0.653
73.40 0.651
87.60 0.649
90.00 0.649

6:1 0.00 0.670
2.37 0.667
16.60 0.654
30.80 0.741
45.00 0.827
59.20 0.893
73.40 0.938
87.60 0.970
90.00 0.975

10:1 0.00 0.515
2.37 0.529
16.60 0.610
30.80 0.762
45.00 0.889
59.20 0.979
73.40 1.033
87.60 1.064
90.00 1.069

K, K2 K3

Linear Quadratic Cubic
0.153
0.165
0.192
0.264
0.335
0.393
0.434
0.463
0.468

0.134
0.134
0.170
0.269
0.381
0.481
0.559
0.594
0.601

0.090
0.094
0.146
0.258
0.389
0.507
0.593
0.635
0.642

0.061 0.034
0.062 0.032
0.079 0.040
0.127 0.069
0.196 0.124
0.269 0.198
0.329 0.268
0.366 0.310
0.372 0.317

0.048 0.024

0.043 0.019
0.055 0.009
0.109 0.029
0.199 0.100
0.302 0.197
0.389 0.290
0.435 0.341
0.443 0.350

0.020 0.006
0.010 0.005
0.033 0.005
0.060 0.019
0.171 0.066

0.290 0.136
0.389 0.249
0.439 0.307
0.447 0.316

0.764
0.754
0.690
0.669
0.660
0.653
0.651
0.649
0.649
0.670
0.667
0.654
0.741
0.827
0.893
0.938
0.970
0.975
0.515
0.529
0.610
0.762
0.889
0.979
1.033
1.064
1.069

Ko K, i to K,
t,1=0.25 in. t,1=0.25 in. t,1=0.156 in. t,1-0.156 in.

0.153
0.165
0.192
0.264
0.335
0.393
0.434
0.463
0.468
0.134
0.134
0.170
0.269
0.381
0.481
0.559
0.594
0.601
0.090
0.094
0.146
0.258
0.389
0.507
0.593
0.635
0.642

0.764
0.754
0.690
0.669
0.660
0.653
0.651
0.649
0.649
0.670
0.667
0.654
0.741
0.827
0.893
0.938
0.970
0.975
0.515
0.529
0.610
0.762
0.889
0.979
1-033
1.064
1.069

0.153
0.165
0.192
0.264
0.335
0.393
0.434
0.463
0.468

0.134
0.134
0.170
0.269
0.381
0.48 i
0.559
0.594
0.601

0.090
0.094
0.146
0.258
0.389
0.507
0.593
0.635
0.642
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Table B2. Influence Coefficients for Inside Axial and Circumferential Semi-elliptical
Surface Flaws: R / t = 10 and a/t = 0.0184

Aspect Elliptic Ko K,
Ratio Angle (deg) Uniform Linear

K2  K3

Quadratic Cubic
2:1 0.00

2.37
16.60
30.80
45.00
59.20
73.40
87.60
90.00

6:1 0.00
2.37
16.60
30.80
45.00
59.20
73.40
87.60
90.00

10:1 0.00
2.37
16.60
30.80
45.00
59.20
73.40
87.60
90.00

0.777 0.155
0.767 0.167
0.700 0.194
0.677 0.266
0.667 0.338
0.660 0.397
0.657 0.438
0.654 0.467
0.653 0.472

0.653 0.127
0.654 0.128
0.654 0.168
0.758 0.271
0.852 0.387
0.920 0.492
0.963 0.569
0.994 0.609
0.999 0.616

0.525 0.092
0.538 0.096
0.621 0.149
0.777 0.262
0.899 0.392
0.982 0.509
1.033 0.595
1.063 0.637
1.068 0.644

0.061 0.034
0.062 0.032
0.079 0.040
0.127 0.069
0.196 0.125
0.270 0.198
0.330 0.267
0.366 0.310
0.373 0.317

0.043 0.021
0.038 0.016
0.045 0.021
0.099 0.026
0.192 0.085
0.298 0.187
0.387 0.283
0.434 0.335
0.442 0.344

0.019 0.007
0.009 0.005
0.039 0.005
0.050 0.022
0.164 0.075
0.283 0.127
0.383 0.242
0.433 0.300
0.441 0.310

Ko
t,=0.25 in.

0.777
0.767
0.700
0.677
0.667
0.660
0.657
0.654
0.653

0.653
0.654
0.654
0.758
0.852
0.920
0.963
0.994
0.999

0.525
0.538
0.621
0.777
0.899
0.982
1.033
1.063
1.068

K, Ko K,
t,.=0.25 in. t,=0.156 in. t4=0.156 in.

0.155
0.167
0.194
0.266
0.338
0.397
0.438
0.467
0.472

0.127
0.128
0.168
0.271
0.387
0.492
0.569
0.609
0.616

0.092
0.096
0.149
0.262
0.392
0.509
0.595
0.637
0.644

0.777
0.767
0.700
0.677
0.667
0.660
0.657
0.654
0.653
0.653
0.654
0.654
0.758
0.852
0.920
0.963
0.994
0.999
0.525
0.538
0.621
0.777
0.899
0.982
1.033
1.063
1.068

0.155
0.167
0.194
0.266
0.338
0.397
0.438
0.467
0.472
0.127
0.128
0.168
0.271
0.387
0.492
0.569
0.609
0.616
0.092
0.096
0.149
0.262
0.392
0.509
0.595
0.637
0.644
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Table B3. Influence Coefficients for Inside Axial and Circumferential Semi-elliptical
Surface Flaws: R / t = 10 and a/t = 0.05

Aspect Elliptic Ko

Ratio Angle (deg) Uniform

2:1 0.00 0.779
2.37 0.769
16.60 0.701
30.80 0.678

45.00 0.668
59.20 0.661
73.40 0.658
87.60 0.656
90.00 0.655

6:1 0.00 0.655
2.37 0.655
16.60 0.655
30.80 0.758
45.00 0.851
59.20 0.918
73.40 0.962
87.60 0.992
90.00 0.997

10:1 0.00 0.523
2.37 0.537
16.60 0.622
30.80 0.778
45.00 0.898

59.20 0.981
73.40 1.034
87.60 1.063
90.00 1.068

K1  K2

Linear Quadratic

0.155
0.166
0.194
0.267
0.339
0.398
0.440
0.469
0.474

0.128
0.128
0.167
0.270
0.386
0.492
0.569
0.609

0.616

0.092
0.095
0.147
0.261
0.391
0.509

0.596
0.638

0.645

0.061
0.062
0.079
0.128
0.199
0.273
0.333
0.370
0.377

0.043
0.039
0.049
0.104
0.197
0.305
0.395
0.443
0.450

0.021
0.011
0.033
0.061
0.171
0.292
0.392
0.442
0.450

K3
Cubic

0.034
0.031
0.040
0.070
0.126
0.201
0.270
0.313
0.320

0.021
0.016
0.019
0.013
0.091
0.193
0.290
0.342
0.351

0.005
0.015
0.050
0.080
0.065
0.138
0.252
0.310

0.320

Ko  K1  Ko K1

to,=0.25 in. tc,=0.25 in. tc,=0.156 in. tG,=0.156 in.

0.708
0.701
0.659
0.581
0.326
0.233
0.204
0.185

0.182

0.631
0.628
0.646
0.688
0.494
0.422
0.396
0.374
0.370

0.533
0.543
0.631
0.718
0.550

0.474
0.444
0.418
0.414

0.184
0.194
0.264
0.340
0.188
0.127
0.110
0.099
0.097

0.151
0.156
0.221
0.357
0.263
0.217
0.201
0.189
0.186

0.119
0.121
0.149
0.348
0.286
0.241
0.224
0.221

0.221

0.636
0.624
0.509
0.246
0.159
0.128
0.115
0.106
0.104

0.576
0.570
0.537
0.340
0.271
0.253
0.241
0.231
0.229
0.496
0.504
0.547
0.376
0.349
0.287
0.273
0.260

0.257

0.205
0.213
0.232
0.124
0.083
0.067
0.060
0.055
0.054

0.176
0.177
0.213
0.167
0.138
0.128
0.121
0.115
0.115

0.149
0.146
0.199
0.182
0.156
0.144
0.136

0.130
0.128
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Table B4. Influence Coefficients for Inside Axial and Circumferential Semi-elliptical
Surface Flaws: R / t = 10 and a It = 0.075

Aspect Elliptic K0  K1 K2  K3

Ratio Angle (deg) Uniform Linear Quadratic Cubic

2:1 0.00 0.740 0.128 0.045 0.023
7.03 0.737 0.147 0.055 0.028
14.20 0.721 0.179 0.067 0.033
35.90 0.671 0.298 0.155 0.086
48.70 0.661 0.355 0.220 0.143
61.50 0.656 0.404 0.285 0.212
74.30 0.654 0.439 0.336 0.273
87.00 0.651 0.468 0.372 0.313
90.00 0.651 0.475 0.381 0.322

6:1 0.00 0.650 0.098 0.029 0.013
2.37 0.635 0.104 0.031 0.013
16.60 0.672 0.140 0.040 0.014
30.80 0.786 0.309 0.139 0.048
45.00 0.862 0.410 0.229 0.125
59.20 0.918 0.501 0.326 0.219
73.40 0.952 0.566 0.404 0.303
87.60 0.980 0.602 0.446 0.351
90.00 0.987 0.611 0.456 0.362

10:1 0.00 0.547 0.073 0.016 0.006
2.37 0.551 0.074 0.016 0.003
16.60 0.636 0.113 0.023 0.009
30.80 0.812 0.303 0.124 0.018
45.00 0.914 0.419 0.225 0.111
59.20 0.982 0.522 0.332 0.216
73.40 1.022 0.593 0.416 0.307
87.60 1.048 0.631 0.461 0.356
90.00 1.055 0.639 0.471 0.368

Ko iin Ko i 1i
tcr=0.25 in. tcr=0.25 in. tcr=0.156 in. tcr=0.156 in.

0.650
0.629
0.593
0.219
0.161
0.137
0.125
0.114
0.111
0.591
0.571
0.590
0.334
0.294
0.275
0.265
0.265
0.265
0.514
0.514
0.583
0.375
0.335
0.310
0.298
0.295
0.295

0.197
0.220
0.271
0.120
0.085
0.071
0.065
0.065
0.065
0.170
0.180
0.243
0.171
0.149
0.138
0.133
0.133
0.132
0.148
0.145
0.220
0.189
0.168
0.156
0.149
0.147
0.147

0.572
0.529
0.400
0.118
0.094
0.081
0.075
0.068
0.067
0.527
0.495
0.441
0.195
0.180
0.170
0.164
0.159
0.157
0.469
0.458
0.465
0.223
0.206
0.193
0.185
0.185
0.184

0.210
0.217
0.177
0.060
0.048
0.042
0.038
0.035
0.034
0.188
0.179
0.187
0.098
0.090
0.085
0.082
0.080
0.079
0.171
0.131
0.173
0.112
0.103
0.096
0.093
0.092
0.092
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Table B5. Influence Coefficients for Inside Axial and Circumferential Semi-elliptical
Surface Flaws: R / t = 10 and a /t = 0.1

Aspect Elliptic Ko K/< K2 K(3

Ratio Angle (deg) Uniform Linear Quadratic Cubic
Ko K1  Ko K1

t,,=0.25 in. t,,=0.25 in. tci=0.156 in. tc,=0.156 in.

2:1 0.00 0.729 0.124 0.044 0.023 0.596 0.195 0.519 0.205
5.27 0.741 0.139 0.053 0.027 0.582 0.208 0.483 0.198
17.10 0.722 0.230 0.096 0.048 0.366 0.213 0.168 0.086
31.10 0.676 0.273 0.133 0.072 0.176 0.097 0.095 0.048
45.10 0.664 0.339 0.201 0-.127 0.122 0.064 0.072 0.037
59.10 0.658 0.396 0.274 0.200 0.101 0.052 0.061 0.031
73.10 0.655 0.436 0.333 0.268 0.091 0.047 0.056 0.028
87.00 0.653 0.470 0.373 0.313 0.082 0.047 0.050 0.025
90.00 0.652 0.477 0.382 0.323 0.080 0.047 0.049 0.025

6:1 0.00 0.641 0.094 0.029 0.014 0.550 0.175 0.485 0.188

10:1

2.37
16.60
30.80
45.00
59.20
73.40
87.60
90.00

0.00
2.37
16.60
30.80
45.00
59.20

73.40
87.60
90.00

0.630
0.701
0.756
0.848
0.915
0.958
0.989
0.996

0.543
0.536
0.670
0.778
0.897
0.979

1.029
1.060
1.066

0.098 0.031
0.196 0.067
0.273 0.115
0.385 0.207
0.489 0.312
0.565 0.402
0.607 0.450
0.616 0.461

0.067 0.016
0.069 0.016
0.175 0.047
0.269 0.102
0.395 0.202
0.512 0.318

0.597 0.416
0.640 0.466
0.649 0.477

0.015
0.015
0.039
0.109
0.207
0.302
0.356
0.367

0.007
0.006
0.027
0.030
0.089
0.199

0.302
0.358
0.370

0.532
0.427
0.258
0.224
0.208
0.200
0.200
0.200

0.490
0.479
0.443
0.291
0.256
0.236

0.226
0.224
0.223

0.176
0.232
0.131
0.112
0.104
0.100
0.100
0.100
0.148
0.144
0.220
0.143
0.128
0.118

0.113
0.111
0.111

0.454
0.211
0.152
0.138
0.129
0.125
0.120
0.119

0.443
0.421
0.229
0.176
0.159
0.147

0.141
0.140
0.140

0.168
0.108
0.077
0.069
0.065
0.062
0.060
0.060

0.168
0.138
0.117
0.088
0.080
0.074

0.071
0.070
0.070
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Table B6. Influence Coefficients for Inside Axial and Circumferential Semi-elliptical
Surface Flaws: R / t = 10 and alt = 0.2

Aspect Elliptic Ko
Ratio Angle (deg) Uniform

2:1 0.00 0.692
19.80 0.695
31.10 0.679
42.50 0.671
53.80 0.665

65.20 0.660
76.50 0.658
87.90 0.656
90.00 0.656

6:1 0.00 0.617
2.37 0.699
16.60 0.781
30.80 0.856
45.00 0.915
59.20 0.958
73.40 0.986

87.60 1.010
90.00 1.020

10:1 0.00 0.525
2.37 0.694
16.60 0.815
30.80 0.915

45.00 0.991
59.20 1.045
73.40 1.080
87.60 1.103
90.00 1.107

KI K2  K3

Linear Quadratic Cubic

0.127
0.214
0.273
0.332
0.383
0.423
0.450
0.475

0.479

0.101
0.194
0.280
0.375
0.464
0.538
0.590
0.619
0.624

0.077
0.183
0.280
0.387
0.488
0.572
0.631
0.660
0.666

0.046 0.024
0.089 0.044
0.133 0.073
0.192 0.120
0.255 0.182
0.312 0.245
0.354 0.296
0.384 0.329
0.389 0.335

0.034 0.017
0.066 0.019
0.118 0.045
0.195 0.101
0.283 0.180
0.366 0.265
0.430 0.336
0.464 0.373
0.470 0.380
0.022 0.009
0.050 0.025
0.107 0.011
0.190 0.083
0.287 0.170
0.379 0.263
0.449 0.340
0.483 0.378
0.490 0.385

0.457
0.155
0.090
0.061
0.052
0.047
0.044
0.041
0.040

0.434
0.180
0.127
0.116
0.110
0.106
0.104
0.102
0.101

0.402
0.200
0.149
0.137
0.130
0.125
0.122
0.120
0.119

Ko K1  Ko K1

tc,=0.25 in. t,,=0.25 in. t,,=0.156 in. tG,0.156 in.

0.173
0.080
0.050
0.031
0.026
0.023
0.022
0.021
0.020

0.163
0.090
0.063
0.058
0.055
0.053
0.052
0.051
0.051

0.149
0.100
0.073
0.068
0.065
0.062
0.061
0.060
0.060

0.393
0.071
0.048
0.038
0.032
0.029
0.027
0.025
0.025

0.377
0.093
0.079
0.072
0.069
0.066
0.065
0.064
0.063

0.355
0.106
0.093
0.085
0.081
0.078
0.077
0.075
0.075

0.178
0.031
0.023
0.019
0.016
0.014
0.014
0.013
0.013

0.171
0.043
0.039
0.036
0.034
0.033
0.032
0.032
0.032

0.160
0.050
0.046
0.043
0.040
0.039
0.038
0.037
0.037
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Table B7. Influence Coefficients for Inside Axial and Circumferential Semi-elliptical
Surface Flaws: R / t 10 and a/It = 0.3

Aspect Elliptic
Ratio Angle

(deg)
2:1 0.00

17.40
29.10
40.90
52.60
64.40
76.10
87.90
90.00

6:1 0.00
2.37
16.60
30.80
45.00
59.20
73.40
87.60
90.00

10:1 0.00
2.37
16.60
30.80
45.00
59.20
73.40
87.60
90.00

Ka Ki K2  K

Uniform Linear Quadratic Cubic
KoKi Ka Ki

t~,F0.25 in. t,,=0.25 in. t,,=0.156 in. t~,,0.156 in.

0.723
0.708
0.690
0.680
0.673
0.668
0.665
0.662
0.662
0.665
0.7 15
0.804
0.886
0.951
0.998
1.028
1.053
1.058
0.562
0.707
0.848
0.962
1.051
1.115
1.157
1.183
1.187

0.127
0.203
0.264
0.326
0.38 1
0.423
0.452
0.478
0.482

05.11-2
0.190
0.277
0.376
0.470
0.549
0.605
0.635
0.640

0.085
0.176
0.276
0.389
0.498
0.590
0.653
0.685
0.691

0.048 0.026
0.083 0.042
0.126 0.068
0.185 0.114
0.251 0.177
0.310 0.242
0.355 0.297
0.385 0.331
0.391 0.337
0.041 0.022
0.068 0.027
0.118 0.051
0.194 0.104
0.284 0.182
0.372 0.270
0.439 0.345
0.475 0.384
0.481 0.391
0.029 0.014
0.052 0.016
0.104 0.016
0.188 0.082
0.288 0.169
0.385 0.265
0.460 0.346
0.496 0.387
0.503 0.394

-0.404
0.102
0.058
0.043
0.036
0.032
0.030
0.028
0.027
0.380
0.117
0.093
0.085
0.081
0,078
0,077
0.075
0.075
0.344
0.128
0.110
0.102
0.098
0.096
0.095
0.094
0.094

0.188
0.049
0.028
0.021
0.018
0.0 16
0.015
0.014
0.014
0.18 1
0.054
0.045
0.042
0.040
0.039
0.038
0.038
0.037
0.168
0.059
0.054
0.051
0.049
0.048
0.047
0.047
0.047

0.334
0.056
0.034
0.026
0.022
0.020
0.018
0.0 17
0.017
0.3 15
0.069
0.057
0.053
0.050
0.049
0.048
0.047
0.047

0.290
0.078
0.068
0.064
0.062
0.060
0.060
0.059
0.059

0.176
0.025
0.016
0.013
0.011
0.010
0.009
0.009
0.009
0.167
0.032
0.028
0.026
0.025
0.024
0.024
0.024
0.023

0.153
0.037
0.034
0.032
0.031
0.030
0.030
0.029
0.029
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Table B8. Influence Coefficients for Inside Axial Semi-elliptical Surface Flaws: R / t = 10
and a/t= 0.5

Aspect Elliptic K0

Ratio Angle (deg) Uniform

2:1 0.00 0.736
15.40 0.746
27.50 0.719
39.60 0.704
51.70 0.693

63.70 0.685
75.80 0.681
87.90 0.676

90.00 0.676

6:1 0.00 0.758
2.37 0.814
16.60 0.908
30.80 0.998
45.00 1.069
59.20 1.120
73.40 1.153
87.60 1.182
90.00 1.187

10:1 0.00 0.666
2.37 0.822
16.60 0.995

30.80 1.138
45.00 1.251
59.20 1.335
73.40 1.390

87.60 1.423
90.00 1.429

. K,

Linear

0.132

0.203

0.263

0.327

0.383

0.426

0.456

0.483

0.488

0.142

0.213

0.302

0.405

0.504

0.588

0.647

0.679

0.685

0.119

0.208

0.316

0.440

0.560

0.662

0.734

0.770

0.776

K2

Quadratic

0.053
0.083
0.124
0.183
0.249
0.311
0.357
0.389
0.395

0.059
0.083
0.132
0.208
0.300
0.392
0.463
0.500
0.506

0.049
0.077
0.131

0.216
0.321
0.425
0.506
0.546
0.553

K3

Cubic

0.029
0.043
0.067
0.112
0.175
0.242
0.299
0.334
0.340

0.033
0.040
0.065
0.116
0.195
0.285
0.363
0.404
0.411

0.028
0.033
0.056
0.112
0.198
0.298
0.383
0.427
0.434

Ko

t,-=0.25 in.

0.327
0.079
0.042
0.029
0.023
0.021
0.019
0.018
0.017

0.322
0.091
0.070
0.065
0.062
0.061
0.060
0.059
0.059

0.302
0.097
0.086
0.083
0.083
0.083
0.083
0.083
0.083

K ,  Ko K,

to=0. 2 5 in. t,=0.156 in. t,=0.156 in.

0.162

0.037

0.020

0.014

0.012

0.010

0.009

0.009

0.009

0.163

0.041

0.034

0.032

0.031

0.030

0.030

0.029

0.029

0.156

0.044

0.042

0.041

0.041

0.041

0.041

0.041

0.041

0.272

0.045

0.025

0.018

0.015

0.013

0.012

0.011

0.011

0.268

0.054

0.043

0.040

0.039

0.038

0.038

0.037

0.037

0.254

0.060

0.054

0.052

0.052

0.052

0.052

0.052

0.052

0.150
0.020
0.012
0.009
0.007
0.006
0.006
0.006
0.005

0.149
0.025
0.021
0.020
0.019
0.019
0.019
0.018
0.018

0.140
0.028
0.027
0.026
0.026
0.026
0.026
0.026
0.026
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Table B9. Influence Coefficients for Inside Circumferential Semi-elliptical Surface
Flaws: R / t = 10 and alt = 0.5

Aspect Elliptic Ko
Ratio Angle (deg) Uniform

2:1 0.00 0.741
15.40 0.750
27.50 0.721
39.60 0.706
51.70 0.698

63.70 0.692
75.80 0.686
87.90 0.682
90.00 0.682

6:1 0.00 0.727
15.40 0.786
27.50 0.882
39.60 0.974
51.70 1.049
63.70 1.103
75.80 1.138

87.90 1.166
90.00 1.171

10:1 0.00 0.616
15.40 0.770
27.50 0.936
39.60 1.076
51.70 1.190
63.70 1.275
75.80 1.330
87.90 1.363
90.00 1.368

0.134
0.205
0.264
0.328
0.384
0.430
0.461
0.488
0.493

0.132
0.205
0.295
0.398
0.499
0.584
0.644
0.676
0.682

0.101
0.195
0.301
0.424
0.544
0.647
0.719
0.755
0.762

K1  K2

Linear Quadratic

0.054
0.084
0.124
0.183
0.250
0.312
0.360
0.392
0.398

0.053
0.079
0.128
0.205
0.298
0.390
0.462
0.499
0.506

0.040
0.071
0.125
0.211
0.315
0.420
0.501
0.542
0.549

K3

Cubic

0.030
0.044
0.067
0.112
0.175
0.243
0.301
0.336
0.343

0.030
0.037
0.062
0.114
0.193
0.284
0.362
0.403
0.410

0.023
0.028
0.053
0.109
0.196
0.295
0.381
0.425
0.433

Ko  K1  Ko K1
tc,=0.25 in. tc,=0.25 in. tc,=0.156 in. tc,=0.156 in.

0.324
0.079
0.042
0.029
0.024
0.021
0.019
0.020
0.020

0.315
0.087
0.067
0.062
0.060
0.058
0.057
0.058
0.058

0.291
0.090
0.078
0.075
0.075
0.075
0.075
0.075
0.075

0.162
0.038
0.020
0.014
0.012
0.010
0.010
0.010
0.009

0.161
0.039
0.032
,0.031
0.030
0.029
0.029
0.029
0.029

0.152
0.039
0.038
0.037
0.037
0.037
0.037
0.037
0.037

0.269
0.045
0.025
0.018
0.015
0.013
0.012
0.012
0.013

0.262
0.052
0.041
0.038
0.037
0.036
0.036
0.036
0.036

0.247
0.055

0.049
0.047
0.047
0.047
0.047
0.047
0.047

0.151
0.020
0.012
0.009
0.007
0.007
0.006
0.006
0.006

0.147
0.024
0.020
0.019
0.019
0.018
0.018
0.018
0.018

0.138
0.026
0.024
0.024
0.023
0.023
0.023
0.024
0.024
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Table BIO. Influence Coefficients for Inside Axial Infinite-Length Surface Flaws,
R t= 10

0.1 t 
12 K*

a'I a a/t=0.01 a/t--0.02 a/t=0.03 a/t--0&05 a/t--0.075 a/t=0.10
0 1.434 1.029 0.846 0.667 0.565 0.511

0.0556 1.435 1.029 0.846 0.667 0.564 0.510
0.1111 1.436 1.029 0.846 0.666 0.563 0.508
0.1667 1.436 1.028 0.846 0.665 0.562 0.506
0.2222 1.438 1.029 0.846 0.665 0.561 0.505
0.2778 1.442 1.032 0.848 0.666 0.561 0.504
0.3333 1.450 1.037 0.852 0.669 0.563 0.505
0.3888 1.463 1.046 0.859 0.674 0.566 0.507
0.4444 1.482 1.058 0.869 0.682 0.571 0.511
0.500 1.509 1.077 0.884 0.693 0.580 0.517

0.5556 1.546 1.103 0.905 0.708 0.592 0.527
0.6111 1.598 1.138 0.934 0.731 0.609 0.541
0.6666 1.669 1.188 0.974 0.761 0.633 0.561
0.7222 1.768 1.258 1.031 0.804 0.668 0.590
0.7778 1.913 1.360 1.113 0.868 0.718 0.632
0.8333 2.138 1.518 1.242 0.967 0.798 0.699
0.8888 2.534 1.798 1.470 1.143 0.940 0.821
0.9166 2.878 2.041 1.668 1.294 1.064 0.927
0.9444 3.499 2.624 2.187 1.749 1.385 1.224
0.9639 5.831 4.227 3.499 2.770 2.187 1.895
0.9778 11.225 7.289 5.685 4.227 3.426 2.916
0.9889 17.493 11.662 8.746 6.414 5.102 4.373

a'/a a/t=0.2 a/t=-0.3 a/t=0.4 a'/a a/t=0.5
0. 0.461 0.510 0.617 0 0.781

0.0552 0.457 0.502 0.602 0.059 0.755
0.1103 0.452 0.492 0.586 0.118 0.730
0.1655 0.447 0.483 0.571 0.176 0.704
0.2206 0.443 0.475 0.556 0.235 0.679
0.2757 0.439 0.466 0.542 0.294 0.654
0.3309 0.436 0.459 0.527 0.353 0.630
0.3861 0.434 0.451 0.513 0.412 0.605
0.4412 0.432 0.445 0.500 0.471 0.582
0.4963 0.433 0.440 0.488 0.529 0.559
0.5515 0.435 0.436 0.477 0.588 0.538
0.6066 0.440 0.434 0.467 0.647 0.518
0.6618 0.450 0.435 0.460 0.706 0.501
0.7169 0.464 0.440 0.456 0.750 0.491
0.7721 0.487 0.453 0.457 0.794 0.485
0.8272 0.526 0.477 0.468 0.838 0.486
0.8824 0.598 0.527 0.501 0.882 0.501
0.9118 0.665 0.577 0.538 0.912 0.526
0.9412 0.875 0.729 0.671 0.941 0.656
0.9618 1.385 1.020 0.948 0.962 0.875
0.9765 2.187 1.749 1.604 0.976 1.312
0.9882 2.916 2.478 2.187 0.988 2.041
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Table B1O. (continued) Influence Coefficients for Inside Axial Infinite-Length Surface
Flaws, R / t = 10

0.1 t1/2 K*

a'/a a/t=0.6 a'/a a/t=0.7j a'Ia a/t=0.81 a'/a a/t=0.9 a/t=0.95

0
0.0564
0.1127
0.1691

0.2255
0.2819
0.3382

0.3946
0.451

0.5074
0.5637

0.6201
0.6765
0.7328
0.7892
0.8456
0.902

0.9265

0.951
0.9681
0.9804
0.9902

1.021
0.983
0.946
0.908
0.871
0.834
0.798

0.761
0.725
0.69
0.655
0.622
0.59

0.561
0.536
0.521
0.528
0.549
0.671
0.933
1.399
2.041

0
0.057
0.115
0.172
0.229
0.286
0.343

0.401
0.458
0.515
0.572
0.63
0.687
0.744
0.802
0.859
0.916
0.937

0.958
0.973
0.983
0.992

1.35

1.294
1.238
1.182
1.127
1.071
1.016
0.961
0.906
0.852
0.799

0.747
0.696
0.648
0.604

0.569
0.562
0.575
0.729
1.02
1.458
2.041

0
0.058
0.116
0.174
0.232
0.289
0.347
0.405
0.463
0.521
0.579
0.637
0.695
0.753
0.811
0.869
0.927
0.945

0.963
0.976
0.985
0.993

1.739
1.661
1.583
1.506
1.428
1.351
1.275
1.198
1.122
1.047
0.971
0.897
0.824
0.752
0.685
0.627
0.598

0.607
0.7
1.02
1.458
2.041

0

0.058
0.117
0.175

0.233
0.292
0.35
0.409
0.467
0.526
0.584
0.643
0.701
0.759
0.818
0.876
0.935
0.951
0.967
0.979

0.987
0.993

1.952
1.866
1.779
1.694
1.608
1.523
1.438

1.354
1.27
1.186
1.102
1.019
0.936
0.854
0.773

0.699
0.651
0.654
0.729
0.875
1.166
1.749

1.902
1.827
1.752
1.678
1.604
1.529
1.456
1.381
1.308
1.234
1.162
1.088
1.017
0.947
0.878

0.815
0.768
0.766
0.781
0.826
0.911
1.093
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Table Bit. Influence Coefficients for Inside Circumferential 360 Degree Surface Flaws,
R/t= 10

a'la a/t=O.01
0 2.255

0.0556 2.256
0.1111 2.257
0.1667 2.258
0.2222 2.260
0.2778 2.267
0.3333 2.280
0.3888 2.300
0.4444 2.329
0.5000 2.372
0.5556 2.431
0.6111 2.511
0.6666 2.623
0.7222 2.779
0.7778 3.008
0.8333 3.361
0.8888 3.986
0.9166 4.520
0.9444 6.195
0.9639 8.674
0.9778 13.630
0.9889 18.586

a/t=O.02
1.616
1.616
1.616
1.616
1.617
1.621
1.629
1.642
1.662
1.691
1.732
1.788
1.866
1.975
2.135
2.383
2.823
3.199
3.965
5.948
9.913
14.249

lOt t"' K*

a/t=O.03
1.325
1.324
1.324
1.323
1.324
1.327
1.334
1.344
1.361
1.384
1.417
1.462
1.526
1.615
1.744
1.946
2.305
2.611
3.346
4.956
8.054
11.771

a/t=O.05 at=0.075
1.036 0.867
1.036 0.865
1.035 0.864
1.034 0.863
1.035 0.862
1.037 0.863
1.041 0.866
1.049 0.872
1.061 0.880
1.079 0.894
1.104 0.914
1.138 0.941
1.187 0.979
1.255 1.034
1.355 1.114
1.510 1.239
1.786 1.462
2.022 1.654
2.478 1.982
3.717 2.974
6.195 4.956
9.045 7.682

a/t=0.10
0.771
0.769
0.767
0.765
0.764
0.764
0.766
0.770
0.777
0.788
0.804
0.826
0.859
0.905
0.972
1.079
1.271
1.425
1.735
2.602
4.337
6.567

a7a alt=0.2
0 0.645

0.0552 0.640
0.1103 0.635
0.1655 0.630
0.2206 0.625
0.2757 0.622
0.3309 0.619
0.3861 0.618
0.4412 0.618
0.4963 0.622
0.5515 0.628
0.6066 0.639
0.6618 0.656
0.7169 0.681
0.7721 0.721
0.8272 0.784
0.8824 0.900
0.9118 1.007
0.9412 1.363
0.9618 1.921
0.9765 2.912
0.9882 3.841

alt=0.3
0.644
0.635
0.626
0.617
0.609
0.601
0.594
0.588
0.584
0.581
0.581
0.584
0.592
0.607
0.633
0.678
0.764
0.845
1.078
1.487
2.354
3.346

a/t=O.4
0.691
0.678
0.664
0.651
0.638
0.625
0.613
0.602
0.592
0.584
0.578
0.574
0.575
0.581
0.596
0.626
0.691
0.793
0.954
1.301
1.982
2.912

a'a
0

0.059
0.118
0.176
0.235
0.294
0.353
0.412
0.471
0.529
0.588
0.647
0.706
0.750
0.794
0.838
0.882
0.912
0.941
0.962
0.976
0.988

a/t=0.5
0.764
0.744
0.724
0.704
0.684
0.666
0:647
0.630
0.614
0.600
0.589
0.580
0.577
0.579
0.588
0.608
0.650
0.702
0.843
1.115
1.859
2.726
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Table B1l. (continued) Influence Coefficients for Inside Circumferential 360 Degree
Surface Flaws, R / t = 10

a7a alt=0.6
0 0.852

0.0564 0.827
0.1127 0.802
0.1691 0.778
0.2255 0.753
0.2819 0.729
0.3382 0.706
0.3946 0.684
0.4510 0.663
0.5074 0.642
0.5637 0.624
0.6201 0.608
0.6765 0.595
0.7328 0.586
0.7892 0.586
0.8456 0.601
0.9020 0.653
0.9265 0.703
0.9510 0.867
0.9681 1.140
0.9804 1.797
0.9902 2.602

a'la
0

0.057
0.115
0.172
0.229
0.286
0.343
0.401
0.458
0.515
0.572
0.630
0.687
0.744
0.802
0.859
0.916
0.937
0.958
0.973
0.983
0.992

10t V' K*
a/t=0.7 ala
0.944 0
0.913 0.058
0.883 0.116
0.853 0.174
0.823 0.232
0.794 0.289
0.766 0.347
0.739 0.405
0.712 0.463
0.687 0.521
0.663 0.579
0.641 0.637
0.622 0.695
0.607 0.753
0.600 0.811
0.608 0.869
0.661 0.927
0.709 0.945
0.855 0.963
1.155 0.976
1.760 0.985
2.602 0.993

alt=0.8
1.028
0.995
0.962
0.929
0.897
0.866
0.835
0.805
0.776
0.748
0.721
0.695
0.671
0.651
0.636
0.637
0.686
0.729
0.880
1.128
1.722
2.466

a7a
0

0.058
0.117
0.175
0.233
0.292
0.350
0.409
0.467
0.526
0.584
0.643
0.701
0.759
0.818
0.876
0.935
0.951
0.967
0.979
0.987
0.993

a/t=0.9
1.129
1.099
1.070
1.041
1.013
0.986
0.959
0.932
0.907
0.882
0.857
0.832
0.809
0.786
0.767
0.757
0.786
0,820
0.892
1,115
1,735
2.478
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Appendix C - Listings of Kj, And K1 0 Extended Databases

Table C1 - Static Initiation Toughness K1 , Extended Database

Table C2 - Crack Arrest Toughness K&a ORNL 99/27 Database

Table C3. Crack Arrest Toughness Kia Extended K1 0 Database - Large Specimen Data
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Table C1. Static Initiation Toughness K1 , Extended Database

Material Reference Source Specimen Type Orientation T RTNDT T-RTNDT K1,
ID No. (OF) (OF) (°F) (ksi~in)

HSST 01 Shabbits 1T-C(T) 1 -200 0 -200 46.6
subarc (1969) 1T-C(T) 1 -175 0 -175 55.8
weldment 4T-C(T) 4 -150 0 -150 56.1

4T-C(T) 4 -125 0 -125 61.1
4T-C(T) 4 -100 0 -100 96.0
4T-C(T) 4 -75 0 -75 90.3
4T-C(T) 4 -75 0 -75 93.1
6T-C(T) 6 -50 0 -50 72.6

A533B Class I Shabbits IT-C(T) 1 -200 0 -200 35.1
subarc (1969) 1T-C(T) 1 -200 0 -200 45.2
weldment 1T-C(T) 1 -320 0 -320 25.9

IT-C(T) 1 -320 0 -320 23.7
4T-C(T) 4 -100 0 -100 55.2
4T-C(T) 4 -50 0 -50 71.6
4T-C(T) 4 -25 0 -25 105.9
8T-C(T) 8 0 0 0 113.1

HSST 01 Mager (1969) IT-C(T) I RW -150 20 -170 43.9
IT-C(T) I RW -150 20 -170 39.4
1T-C(T) 1 RW -150 20 -170 31.3
IT-C(T) I RW -150 20 -170 47.3
1T-C(T) I RW -150 20 -170 50.4
1T-C(T) I RW -150 20 -170 41.2
IT-C(T) I RW -150 20 -170 54.0
IT-C(T) I RW -150 20 -170 50.9
IT-C(T) I RW -150 20 -170 35.5
1T-C(T) I RW -150 20 -170 33.2
IT-C(T) I RW -150 20 -170 37.2
IT-C(T) I RW -150 20 -170 37.1
IT-C(T) I RW -150 20 -170 37.1
1T-C(T) I RW -150 20 -170 34.7
IT-C(T) I RW -150 20 -170 35.0

A-T-C(T) I RW -150 20 -170 32.6
1T-C(T) 1 RW -150 20 -170 29.4

HSST 03 Mager (1969) 1T-C(T) I RW -150 20 -170 44.0
IT-C(T) I RW -150 20 -170 31.4
IT-C(T) I RW -150 20 -170 39.3
1T-C(T) I RW -150 20 -170 31.3
IT-C(T) I RW -150 20 -170 33.0
1T-C(T) I RW -150 20 -170 38.1
IT-C(T) I RW -150 20 -170 31.1
IT-C(T) I RW -150 20 -170 44.9
IT-C(T) I RW -150 20 -170 39.4

A533B Class I Mager (1969) IX-WOL I RW -320 65 -385 31.6
IT-WOL I RW -320 65 -385 32.5
IX-WOL 1 RW -250 65 -315 40.9
IX-WOL I RW -250 65 -315 37.1
IX-WOL I RW -250 65 -315- 44.0
IT-WOL I RW -250 65 -315 40.8
IT-WOL I RW -250 65 -315 31.2
IX-WOL I RW -200 65 -265 30.6
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Material Reference Source Specimen Type Orientation T RTNDT T-RTNDT KI,
ID No. (0 F) (0 F) (IF) (ksi'/in)

IX-WOL I RW -200 65 -265 29.0
IT-WOL 1 RW -200 65 -265 35.6
IT-WOL I RW -200 65 -265 42.8
2T-WOL 2 RW -150 65 -215 46.9
2T-WOL 2 RW -150 65 -215 66.9

HSST 02 Mager (1969) IX-WOL I RW -200 0 -200 30.5
IX-WOL 1 RW -200 0 -200 37.5
IX-WOL I RW -200 0 -200 41.0
IT-WOL I RW -200 0 -200 31.2
IT-WOL I RW -200 0 -200 30.8
IT-WOL 1 RW -175 0 -175 43.5
IX-WOL I RW -150 0 -150 29.7
IX-WOL 1 RW -150 0 -150 31.5
IX-WOL I RW -150 0 -150 41.2
IX-WOL I RW -150 0 -150 30.5
IX-WOL 1 RW -125 0 -125 39.1
IT-WOL I RW -125 0 -125 48.3
IT-WOL I RW -125 0 -125 43.4
IT-WOL 1 RW -125 0 -125 38.1
2T-WOL 2 RW -100 0 -100 51.4
2T-WOL 2 RW -100 0 -100 59.0
2T-WOL 2 RW -100 0 -100 56.2
2T-WOL 2 RW -100 0 -100 50.2
2T-WOL 2 RW -50 0 -50 65.1
2T-WOL 2 RW -50 0 -50 65.0
2T-WOL 2 RW -50 0 -50 67.5
2T-WOL 2 RW -50 0 -50 65.0
1 X-WOL I RW -250 0 -250 37.3
IX-WOL I RW -200 0 -200 44.0
IX-WOL 1 RW -200 0 -200 34.6
IX-WOL 1 RW -200 0 -200 39.9
IX-WOL 1 RW -200 0 -200 38.5
1T-C(T) 1 RW -150 0 -150 42.1
IT-C(T) I RW -150 0 -150 37.7
IT-C(T) I RW -150 0 -150 40.7
IT-C(T) I RW -100 0 -100 42.2
IT-C(T) I RW -100 0 -100 48.5
1T-C(T) 1 RW -100 0 -100 48.5
IT-C(T) I RW -75 0 -75 50.3
1T-C(T) 1 RW -75 0 -75 46.6
IT-C(T) I RW -100 0 -100 54.8
IT-C(T) I RW -100 0 -100 54.4

2T-WOL 2 RW -50 0 -50 56.7
2T-WOL 2 RW 0 0 0 66.4
2T-WOL 2 RW 0 0 0 93.7
2T-WOL 2 RW 0 0 0 83.4

A533B Class I Mager (1969) IX-WOL 1 -320 -45 -275 29.7
weld IX-WOL 1 -320 -45 -275 27.2

IX-WOL 1 -250 -45 -205 37.6
IX-WOL 1 -250 -45 -205 37.8
IT-WOL 1 -250 -45 -205 43.6
2T-WOL 2 -250 -45 -205 55.6
IT-WOL 1 -225 -45 -180 40.1
IT-WOL 1 -225 -45 -180 52.8
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Material Reference Source Specimen Type Orientation T RTNDT T-RTNDT KI,
ID No. (OF) (OF) ('F) (ksi/in)

2T-WOL 2 -225 -45 -180 66.2
2T-WOL 2 -200 -45 -155 70.7

A533B Class I Mager (1969) IX-WOL 1 -320 0 -320 30.3
weld-HAZ IX-WOL 1 -250 0 -250 35.2

IX-WOL 1 -250 0 -250 40.4
IT-WOL 1 -250 0 -250 30.5
IT-WOL 1 -250 0 -250 44.2
2T-WOL 2 -200 0 -200 71.2

A508 Class 2 Mager (1969) IX-WOL 1 -320 50 -370 39.6
European IX-WOL 1 -320 50 -370 27.5
Forging IT-WOL 1 -320 50 -370 47.5
"ring forging" IX-WOL I -250 50 -300 43.2

IX-WOL 1 -250 50 -300 47.9
IX-WOL 1 -250 50 -300 41.6
IT-WOL 1 -250 50 -300 51.3
IT-WOL 1 -200 50 -250 55.0
2T-WOL 2 -200 50 -250 43.3
2T-WOL 2 -150 50 -200 57.2
2T-WOL 2 -125 50 -175 56.2
2T-WOL 2 -100 50 -150 56.0

HSST 02 Shabbits 6T-C(T) 6 RW 25 0 25 98.9
(1969) 6T-C(T) 6 RW 25 0 25 74.5

6T-C(T) 6 RW 25 0 25 90.5
6T-C(T) 6 RW 0 0 0 73.9
6T-C(T) 6 RW 0 0 0 66.9
I1T-C(T) 11 RW 50 0 50 148.6
10T-C(T) 10 RW 50 0 50 137.3
IOT-C(T) 10 RW 50 0 50 139.0
4T-C(T) 4 RW 0 0 0 87.2
4T-C(T) 4 RW -25 0 -25 61.0
4T-C(T) 4 RW -25 0 -25 58.7
4T-C(T) 4 RW -25 0 -25 45.9
1OT-C(T) 10 RW 0 0 0 87.5
1OT-C(T) 10 RW 25 0 25 110.3
1T-C(T) I RW -250 0 -250 37.3
IT-C(T) I RW -200 0 -200 44.4
1T-C(T) I RW -200 0 -200 34.6
IT-C(T) I RW -200 0 -200 39.9
IT-C(T) I RW -200 0 -200 34.8
IT-C(T) I RW -150 0 -150 44.1
IT-C(T) I RW -150 0 -150 37.4
1T-C(T) 1 RW -150 0 -150 41.8
1T-C(T) I RW -100 0 -100 48.3
1T-C(T) I RW -100 0 -100 48.3
IT-C(T) I RW -100 0 -100 41.9
2T-C(T) 2 RW -100 0 -100 49.7
2T-C(T) 2 RW -50 0 -50 64.6
2T-C(T) 2 RW -50 0 -50 64.7

A508 Class 2 unpublished 2T-C(T) 2 -150 51 -201 52.2
outside of 2T-C(T) 2 -150 51 -201 45.5

EPRI NP-719-SR 2T-C(T) 2 -125 51 -176 46.0
2T-C(T) 2 -125 51 -176 64.3
2T-C(T) 2 -125 51 -176 50.0
4T-C(T) 4 -25 51 -76 45.0
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Material Reference Source Specimen Type Orientation T RTNDT T- RTNDT KI,
ID No. (OF) (OF) (oF) (ksi'Jin)

6T-C(T) 6 0 51 -51 107.0
2T-C(T) 2 -125 51 -176 45.6
2T-C(T) 2 -125 51 -176 68.0

A508 Class 2 unpublished 2T-C(T) 2 -75 65 -140 52.0
outside of 2T-C(T) 2 -75 65 -140 64.6

EPRI NP-719-SR 2T-C(T) 2 -75 65 -140 56.6
2T-C(T) 2 -25 65 -90 64.7
2T-C(T) 2 -25 65 -90 62.4
8T-C(T) 8 35 65 -30 81.0
2T-C(T) 2 -125 65 -190 47.2
2T-C(T) 2 -125 65 -190 40.9
2T-C(T) 2 -125 65 -190 42.5
2T-C(T) 2 -125 65 -190 42.5

HSSI Weld NUREG/CR- IT-C(T) I T-L -238 -9.4 -228.6 35.09
72W 5913 IT-C(T) I T-L -238 -9.4 -228.6 35.45

1T-C(T) 1 T-L -238 -9.4 -228.6 37.82
IT-C(T) 1 T-L -149.8 -9.4 -140.4 42.55
IT-C(T) I T-L -112 -9.4 -102.6 45.09
2T-C(T) 2 T-L -112 -9.4 -102.6 58.73
2T-C(T) 2 T-L -112 -9.4 -102.6 67.64
2T-C(T) 2 T-L -58 -9.4 -48.6 63.27
4T-C(T) 4 T-L -58 -9.4 -48.6 73.82
4T-C(T) 4 T-L -58 -9.4 -48.6 90.91
4T-C(T) 4 T-L -22 -9.4 -12.6 93.45
4T-C(T) 4 T-L 5 -9.4 14.4 74.64

HSSI NUREG/CR- IT-C(T) I T-L -238 -29.2 -208.8 34.64
73W 5913 IT-C(T) I T-L -238 -29.2 -208.8 37.82

IT-C(T) I T-L -238 -29.2 -208.8 38.18
IT-C(T) I T-L -238 -29.2 -208.8 39.45
2T-C(T) 2 T-L -112 -29.2 -82.8 58.18
2T-C(T) 2 T-L -112 -29.2 -82.8 60.64
2T-C(T) 2 T-L -112 -29.2 -82.8 65.55
2T-C(T) 2 T-L -58 -29.2 -28.8 66.09
4T-C(T) 4 T-L -58 -29.2 -28.8 75.55
4T-C(T) 4 T-L -58 -29-2 -28.8 76.45

HSST Plate 13 NUREG/CR- IT-C(T) I L-T -103 -9.4 -93.6 32.64
5788 (A533B 2T-C(T) 2 L-T -103 -9.4 -93.6 55.82
Plate 13A) 4T-C(T) 4 L-T -103 -9.4 -93.6 53.73

4T-C(T) 4 L-T -103 -9.4 -93.6 62.09
4T-C(T) 4 L-T -103 -9.4 -93.6 70.82
½T-C(T) 0.5 L-T -238 -9.4 -228.6 25.36
½/2T-C(T) 0.5 L-T -238 -9.4 -228.6 26.18
½/2T-C(T) 0.5 L-T -238 -9.4 -228.6 29.27
½/2T-C(T) 0.5 L-T -238 -9.4 -228.6 29.45
½/T-C(T) 0.5 L-T -238 -9.4 -228.6 30.18
½/2T-C(T) 0.5 L-T -238 -9.4 -228.6 31.00
½2T-C(T) 0.5 L-T -238 -9.4 -228.6 32.82
½2T-C(T) 0.5 L-T -238 -9.4 -228.6 33.82
½/2T-C(T) 0.5 L-T -238 -9.4 -228.6 36.00
½2T-C(T) 0.5 L-T -238 -9.4 -228.6 36.36
IT-C(T) 1 L-T -238 -9.4 -228.6 32.09
IT-C(T) I L-T -238 -9.4 -228.6 33.73
IT-C(T) 1 L-T -238 -9.4 -228.6 34.27
IT-C(T) I L-T -238 -9.4 -228.6 34.91
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Material Reference Source Specimen Type Orientation T RTNDT T-RTNDT K1 ,
ID No. (OF) (oFD) (°F) (ksi'•in)

IT-C(T) 1 L-T -238 -9.4 -228.6 35.09
1T-C(T) I L-T -238 -9.4 -228.6 36.00
1T-C(T) 1 L-T -238 -9.4 -228.6 37.45
1T-C(T) I L-T -238 -9.4 -228.6 37.45
IT-C(T) 1 L-T -238 -9.4 -228.6 39.55
IT-C(T) 1 L-T -238 -9.4 -228.6 39.73
IT-C(T) 1 L-T -238 -9.4 -228.6 40.36
IT-C(T) I L-T -238 -9.4 -228.6 42.36
IT-C(T) I L-T -238 -9.4 -228.6 43.73
IT-C(T) I L-T -238 -9.4 -228.6 46.45
IT-C(T) 1 L-T -238 -9.4 -228.6 49.55
1T-C(T) I L-T -238 -9.4 -228.6 49.64
2T-C(T) 2 L-T -238 -9.4 -228.6 30.09
2T-C(T) 2 L-T -238 -9.4 -228.6 33.00
2T-C(T) 2 L-T -238 -9.4 -228.6 36.55
2T-C(T) 2 L-T -238 -9.4 -228.6 37.00
2T-C(T) 2 L-T -238 -9.4 -228.6 39.36
2T-C(T) 2 L-T -238 -9.4 -228.6 39.91
2T-C(T) 2 L-T -238 -9.4 -228.6 40.91
2T-C(T) 2 L-T -238 -9.4 -228.6 41.45
2T-C(T) 2 L-T -238 -9.4 -228.6 42.18
2T-C(T) 2 L-T -238 -9.4 -228.6 46.45
2T-C(T) 2 L-T -238 -9.4 -228.6 48.64
2T-C(T) 2 L-T -238 -9.4 -228.6 53.18

A508 Class 3 lwadate, et al. Bx2B I NA -238 -13 -225 37.29
ASTM STP Bx2B I NA -238 -13 -225 39.89
803 Bx2B 1 NA -238 -13 -225 44.22

Bx2B 4 NA -166 -13 -153 43.36
Bx2B 4 NA -76 -13 -63 63.30
Bx2B 3 NA -4 -13 9 69.37

Midland Nozzle NUREG/CR- IT-C(T) 1 -58 52 -110 49.81
Course Weld 6249 1T-C(T) 1 -148 52 -200 45.63

IT-C(T) 1 -148 52 -200 44.63
IT-C(T) 1 -148 52 -200 42.81
IT-C(T) 1 -148 52 -200 33.45
IT-C(T) 1 -148 52 -200 32.36

Midland Beltline NUREG/CR- IT-C(T) 1 -148 23 -171 36.45
6249 IT-C(T) 1 -148 23 -171 34.91

Plate 02 4th lrr. NUREG/CR- !T-C(T) I T-L -148 0 -148 38.09
Series 4880, 1988 IT-C(T) I T-L -139 0 -139 33.45

Plate 02 IT-C(T) I T-L -139 0 -139 39.27
(68-71W) IT-C(T) I T-L -139 0 -139 40.09
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USNRC Report NUREG/CR-4880 (ORNL-6484/VI and V2), Oak Ridge National
Laboratory, Oak Ridge, TN, July 1988.

C-7



Table C2. Crack Arrest Toughness KIa ORNL 99/27 Database

Material

HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02
HSST-02

72W

Reference
Source

EPRI NP
719-SR
Ripling (1971)

NUREG/CR-5584

Specimen
ID

CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA
CCA

Size
No.
1.4
2
2
2
I
1
1

1.3
1.31.3

1.6
1.6
2
2
2
2
3
3
2

1.4
1.6
2

1.4
2
3
1

1.6
2
2
2
2
2
2
3
3
3
2
2
1.8
2
2
3
2
2
2

1.I
2

I.1

Orientation

L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T
L-T

Crack

T(OF)
-150
-70
-70
-70
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

22
35
35
35
50
50
50
75
75
75
75
75
75
80
83
83
83
83
96
102
105
105
105
105
107
110
110
112
115
121

-77.8

RTNDT

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0~
0
0
0

10

T-RTNDT

-150
-70
-70
-70
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

22
35
35
35
50
50
50
75
75
75
75
75
75
80
83
83
83
83
96
102
105
105
105
105
107
110
110
112
115
121
-68

Kia
(ksi•Iin)

28.0
43.0
48.0
43.0
68.0
58.0
48.0
57.0
62.0
58.0
60.0
65.0
60.0
58.0
53.0
58.0
70.0
57.0
57.0
61.0
68.0
59.0
84.0
62.0
92.0
73.0
75.0
94.0
107.0
77.0
81.0
91.0
102.3
109.0
87.0
94.0
107.0
111.0
111.0
117.0
118.0
103.0
107.0
130.0
87.0
88.0
88.0
112.0
111.0
116.0
60.1
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Material

72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
72W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W
73W

Reference Specimen Size Orientation T
Source ID No. (OF)

CCA runs -76
CCA in -76
CCA welding -74.2
CCA direction -52.6
CCA -52.6
CCA -49
CCA -49
CCA -49
CCA -49
CCA -25.6
CCA -22
CCA -22
CCA -22
CCA -22
CCA -22
CCA -22
CCA -22
CCA 3.2
CCA 5
CCA 5
CCA 5
CCA 5
CCA 6.8
CCA 28.4
CCA 30.2
CCA 32
CCA 32
CCA 32
CCA 33.8
CCA 39.2
CCA 41

NUREG/CR-5584 CCA Crack -77.8
CCA runs -76
CCA in -74.2
CCA welding -49
CCA direction -49
CCA -49
CCA -49
CCA -47.2
CCA -25.6
CCA -23.8
CCA -22
CCA -22
CCA -22
CCA -20.2
CCA -20.2
CCA 3.2
CCA 5
CCA 5
CCA 5
CCA 10.4
CCA 23
CCA 41
CCA 41

RTNDT

(-1)
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30
-30

T-R TNDT

-66
-66

-64.2
-42.6
-42.6
-39
-39
-39
-39

-15.6
-12
-12
-12
-12
-12
-12
-12
13.2
15
15
15
15

16.8
38.4
40.2
42
42
42

43.8
49.2
51

-47.8
-46

-44.2
-19
-19
-19
-19

-17.2
4.4
6.2
8
8
8

9.8
9.8
33.2
35
35
35

40.4
53
71
71

KIa
(ksi'Iin)

48.2
69.2
51.9
61.0
64.6
66.4
67.3
69.2
83.7
83.7
54.6
55.5
77.4
82.8
89.2
94.6
97.4
88.3
85.5
85.5
86.5
93.7
82.8
93.7
113.8
84.6
97.4
103.7
98.3
113.8
104.7
62.8
52.8
65.5
47.3
66.4
68.3
77.4
64.6
77.4
68.3
61.0
72.8
91.0
70.1
81.0
100.1
106.5
111.9
112.8
102.3
91.9
97.4
101.9
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Material Reference Specimen Size Orientation T RTNDT T-RTNDT Kia
Source ID No. (OF) (OF) (OF) (ksiIin)

73W CCA 41 -30 71 102.8
73W CCA 41 -30 71 108.3
73W CCA 59 -30 89 120.1

MW15JC NUREG/CR-6621 CCA Crack -4 32.2 -36.2 63.7
MWI5JBr CCA runs 14 32.2 -18.2 79.0
MWI5JErl CCA in welding 32 32.2 -0.2 97.1
MWI5JF CCA direction 50 32.2 17.8 119.7

References for Table C2

EPRI Special Report, 1978, Flaw Evaluation Procedures: ASME Section XI, EPRI NP-719-SR,
Electric Power Research Institute, Palo Alto, CA.

E. J. Ripling and P. B. Crosley, "Strain Rate and Crack Arrest Studies," HSST 5 h Annual
Information Meeting, Paper No. 9, 1971.

S. K. Iskander, W. R. Corwin, R. K. Nanstad, Results of Crack-Arrest Tests on Two Irradiated
High-Copper Welds, USNRC Report NUREG/CR-5584 (ORNL/TM- 11575), Oak Ridge
National Laboratory, Oak Ridge, TN, December 1990.

S. K. Iskander, C. A. Baldwin, D. W. Heatherly, D. E. McCabe, I. Remec, and R. L. Swain,
Detailed Results of Testing Unirradiated and Irradiated Crack-Arrest Toughness Specimens
from the Low Upper-Shelf Energy, High Copper Weld, WF-70, NUREG/CR-6621
(ORNL/TM- 13764) under preparation.

S. K. Iskander, R. K. Nanstad, D. E. McCabe, and R. L. Swain, "Effects of Irradiation on Crack-
Arrest Toughness of a Low Upper-Shelf Energy, High-Copper Weld," Effects of Radiation
on Materials: I9 Ah International Symposium, ASTM STP 1366, M. L. Hamilton, A. S.
Kumar, S. T. Rosinski, and M. L. Grossbeck, eds., American Society for Testing and
Materials, 2000. -
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Table C3. Crack Arrest Toughness Kia Extended KIa Database - Large Specimen Data

ererece -, 2 ~ ,NTA- . j
tur~Žr~.. ~ 44

WP 1.2A NURE_.C/CR-4930 -9.4

WP 1.2B -9.4

WPI'6A •-9.4

143.6 753.0 7 _ 385.81
197.6 15307A j6 3

1409.0' 18. 213.83

1 40.0 149A 352.14
52. 142.2 I 10.19 7

I 161.6 1 . 71.0 -- ,- 463.15
-129.2 5138.6. 50.23

WP 1.6B I - -9.4A 176.0 4 185.4 36124 ITPI.A NURElW/CR-5330 I -9.4 14-1--- -1"- 2 -- f1 1

WP 1.7 ......... . -9.4 190.4 199.8-- " 505.00
WIP 1.8A |. - - I.4 - I9 104.0 113.4 313.92
WP 1.8B _--__ _ -9.4 - 131.0 140•4 440.40
wVP 1.8c j -94 174.2 -_183:6 512.28
WP CE-I -96.8 1+ 2 --- 4.69wP• • .. . ... -31.0 I- 1 . --F---38.- 1--- 69

-WP CE.2A - __ -31.0 107.6 138.6 I_198.361
Wc-2B 1 . -31.0 - 127.4 158.4 322.11
ýw-- T . -31.0. 140.0 _171.0 - 524.11,-

SP 1.3 Isnirt 10Vo F. p37'1 -9.4 111.2 I 120.6 L160.15
WP2.1A NIN REC/CR-5451 I 140.0 176.0 I 36.0 96.45 -

_WP 2.1 B 40 204-8 64.8_ _139.22

WP 2.1 D i401221.0 +--81.0 143.771
WP 2.1E 140.0 233.6 1936 .54.6
WP 2. F- 117.0 -- 154.89,___e2__F 140.0 L 257.0 _1170 182.89

WP2.IH 140.0 275.0 135.0 4 266.61
WP2.-1 140.0 293.0 153.0 4 337.58
WP2.IJ I - - 1 4 0 0  3056.. 1656 36943

i WYP2.2A I 1400 2480 i 108.0 182.89

WP 2.2B 140.0- 264.2 1 124.2 235.67W 'P 2.2C. 1400..... .. .• i~. ]-271.-4-- J 1314-¥ -- 255-.69--
___Y ____MAI31.

- --P2.2D 140.0 . 282.2 142.2 252.05
WP-2.2E . . 140.0 2876 147.6 345.77

WP-2.2F 140.0 .302.0• .__.I 162.0 331.21

100 323.6 183.6 1405.82
I WI'2.3A ~ 40L__206.6__L__666 131.03

W'P 2.3B1 140.0 222.8 ; 82.8 21110
- -2.3D J 140 231.8 91.8 232.0-1

.. WP 2.3F I 140.0 258.8 118.8 234.76
. ... 6i 4.................8 10 . 868 4 124.66

WP 2.4C 1400 2156 7q.6 17106
P -D...........................140-0- - 84- 6 25-69

WP.2..4.E, 140.0 249.8 i 109. 226-57-
_WP_2.4F _ -- 140.0 I 260.6 120.6 279.34

Ir- I P ... . -- .14 .0 7 -.60138.6 2376.6138FiWP2.411.. . . 140.0 300.2 1602 4.361.24

WIP, 2 -- T . . . .. 219.2 -4- 79- 2 155.60
14w2.sc i i 140.01 255.2 1 --1-15-2- 1 172.88

WP 2.;D ? 140.0 1 275.0 j 1350 243.86
:W '6 -2 . .. . - 0.0 -Z - . -

[--w -2 6 ................ I 1.- -- i .. . 15 12 278. ---
WP 2.5 140.0 i 309.2 169.2 333.03

WP 2.6A 140.0 1219.2 1 185.62

.... ___- T .... ... ... . .. _-__-_-- ___--__• -- • -] • -- •WI' 2.6B 1 4. 39.0 990 4-
WP 2.6C 1 140.0 j 4. 02 1260.24
yWp2.36D J 4.0 257.0 1170. 318.47

WP 2.6F ;. - 140.0 27.4 131.4 298.45

SW2"6 L 140.0 312.2 1742282 373.98
I WP 2.6H 140.0 i 312.8 1728J 1 375;.80

.... SEIB NUREG,/CR-4106 196.3 326.3 1 130.0 182.80
.-... PTSEIC 196-31 354.2 157.9 271.97 •

PThSE2A :NUREG'CR-4888 167.0 1 2671.1 100.1 237.85

j__!TSEZI L__ 16. 292 129.2 4 329.03
PTSE2C 1 167.0 1 325.2 158.2 1 381-53

TSE4 INURG/CR-4249 167.0 267.8 100.8 115-56
TSS- I152.6 968 4-55.8 78.25

TSE5-2 i - 152.6 179.6 27.0 94.63
TSE 5-3 1152.6 192.2 39.6 87
TSE5A-1 50.0 71.6 21.6 69.15
T'SE5A-2 50.0 100.4 50.4 78.25

I TSE 5A-3J 50.0- 123.8 73.8 97.36
TSESA-4 . . . 50.0 . 152.6 102.6 ' _118.29__
TNE6.l___ 152.6 89.6 -63.0 573
I'SE6-2 152.6 145.4 -7.2 95.54
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References for Table C3

D. J. Naus, et al., High-Temperature Crack Arrest Behavior in 152-mm-Thick SEN Wide Plates of
Quenched and Tempered A533 Grade B Class I Steel, NUREG/CR-5330 (ORNL- 11083),
Oak Ridge National Laboratory, Oak Ridge, TN, April 1989.

D. J. Naus, et al., Crack-Arrest Behavior in SEN Wide Plates of Low-Upper-Shelf Base Metal
Tested Under Nonisothermal Conditions: WP-2 Series, NUREG/CR-5451 (ORNL-6584),
Oak Ridge National Laboratory, Oak Ridge, TN, April 1989.

R. H. Bryan, et al., Pressurized-Thermal Shock Test of 6-Inch-Thick Pressure Vessel, PTSE-I:
Investigations of Warm Prestressing and Upper-Shelf Arrest, NUREG/CR-4106
(ORNL-6135), Oak Ridge National Laboratory, Oak Ridge, TN, April 1985.

R. H. Bryan, et al., Pressurized Thermal Shock Test of 6-Inch-Thick Pressure Vessel PTSE-2:
Investigation of Low Tearing Resistance and Warm Prestressing, NUREG/CR-4888
(ORNL-6377), Oak Ridge National Laboratory, Oak Ridge, TN, December 1987.

R. D. Cheverton, D. G. Ball, S. E. Bolt, S. K. Iskander, and R. K. Nanstad, Pressure Vessel
Fracture Studies Pertaining to the PWR Thermal-Sh-ock Issue: Experiments TSE-5, TSE-5A,
and TSE-6, NUREG/CR-4249 (ORNL-6163), Oak Ridge National Laboratory, Oak Ridge,
TN, June 1985.
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Appendix D - Summary of RVID2 Data for Use in FAVOR Calculations

PLATE

LINDE 1092 WELD

LINDE 0091 WELD
iCalvert C;,liffs l'(esg

Colnt Tempeature-

PLATE

LINDE 1092 WELD

LINDE 0091 WELD
)Oconee)l,;i.(esgran

C4381 IIINTERMEDIATE SHELL B6607-1 83.8 MTEB 5-2 43 0 0.14 0.0.62 0.015 690
C4381-2 IINTERMEDIATE SHELL B6607-2 84.3 MTEBI5-2 73 0 I 0.14 '0.62 1 0.015I 84
C629 -2 . I..L- WRSHELLB 7203-2 7............ 5.. . ........ ....M - .. . o 0.1 4 055.--- -
C6317-I I.. . ER SHELL B6903-1-- -.... . .. ....... ........ 72.7 IM TEB 5-2 27.I...0.2 0.54 0.01 1 8o

............................. 17 0 3 0.609! 0.012 -9 830544- .LOWER.SHELLAXIALWELD 204 75.3. .. Generic _-56_
30542 136 _ INTER SHELL AXIAL WELD .19-_71 799 Generic 1 "56,1 17 0.273Z -.6029 0.013 112
90136 CIRC WELD 11-714 76.1 Generic -56 17 026 007 0.013 144

B-8489-1 ... LOWER SHELL.. D-7207-3 . 78.8 'MTEB 5-2 0 0 . 053 0.008 81
B-8489-2 .LOWER SHELL D-7207-2 80.3 IMTE8 5-2 10 __ 0 0.11 0.56 0.009 90
C-4351_2 .... TERM.EDIATE SHELL D-7206-1 747_ JMTEB 5-2 20 0 0.1 I 055! .011_1_90
C-4420.1 . LOWER SHELL D-T707-1 78.0 IMTEB 5-2 10 0 0.13 0 54 0.01 77
C-4441-] FNTERMEDIATESHELL D-7206-3 78.5 IASME NB-2331 10 10 _ 0.12 0.64 [ .0111 112
C-4441-2 INTERMEDIATE SHELL D-7206-2 82.6 ASMENB-23311 -30 _oj 0.12 0.64 0.011 81
20291/12008-IINTERMEDIATE SHELL AXIAL WELD 2-203 78..82 iASME NB-2331 [ -50 L 0 o0.22 Ž 0.6 0.01 -110-
21935 - LOWER SHELL AXIAL WELD 3-203A/C, 78.6 Generic 1-56 17_2.0.015 109
33A277 l.NT. TO LOWER SHELL CIRC. WELD 9-203 78.6 -ASMENB-2331 j -80 0 I 0.24 0.16 0.014 1 160 1

Er• -X7~ .,<'-;>-- '4• ' •• - .'> n.-k• .,.-. - aint-•. ., ?I• ,.I m, ;• " • ... -n' • i , - --7. U.- ' ___

=•&AA5~!IA~AAAUA~. ~ . ____

FORGING

PLATE

LINDE 80 WELD

( ) LOWERNOZZLE BELTGeneric
C21_97.-2 . IITEREIATESHELL .B&W Generic.

C2800-2 LOWER SHELL )69.9 B&W Generic I
C3265-1 IUPPER SHELL 75.8 B&W Generic I
C3278-1 . UPPER.SHELL S. .(.4)_. .IB&W .Ge . ..... 1 ....
IP0962 -INTERMEDIATE SHELL AXIAL WELDS SA-1073 79.4 B&W Generic 1-5

299L44.iIiW./UPPER SHL CIRC WELD (OUTSIDE 39%) WE-25 (4) ..IPYB&W s.. Geeic -
61782 NOZLE BELT/INT. SHELL CIRC WELD SA-I13 (4) IB& Geneti -5~
71249 lINT./UPPER SHL CIRC WELD (INSIDE 61%) SA 0229 , 76.4.. I4SMEINB-2331 10
724i.......... NUPPER/LOWER SHELL CIRC WELD SA- 1585 (4) I--.-- -cI •-i -5

I

31 0.16 '0.65 0.006 109

26.9 1I0o815 -o 0.008 1- 1........_
26.9 I 1oi - o1_ 0.... 0.0.12..
26.9 0.11 { 0 .63 0.012 _1197-26T~.9 --0-. ,7 T- 0. S -5 .1 1 18--i+i--
26.9 0.12 0.6 0.01 81
197- -1 0.21 0.64L7 1@ 5 ....1
20.6 [ 0.34. 0.68 1 (3) 81 81
19.7 0.23 1 0o.2 , 0 i-i o-- -
-- - 0.2- 3 0.59 - 0.021 •I-I__67 I

-.19.7=0.2:2 0.41 0.01J6H.15Hf
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1 0Z/0! IHILUWLK WLL A,.IAL W RLL[Th ZA-1JjU ,tenenc

T -762 -- SHELL AXIAL WELDS SA- 1493 (4)I&W Generic
8T1762 ILOWER SHELL AXIAL WELDS SA-1426 75.5 IB&W Genetic

-5
-5

19.1 I U.19 1 U.y) I U.U01 /U I

19.7
19.7

0.19 10.57 1.0.017

0.19 0.57 I 0.017
701
70

I lsdsFDelnra~Manufaceturer:•.E)#: ~i ,•o? •: .. v•

! A-0313 lD-38o3-2 • (4) IMTEB2~-. -0,24 [0.52  0.01
8-29- ~rnLil0.12 0.55 '-0101-

C-1279 ID-3803-1 74.7 IASMENB-23311-5 0 0.24 0.51 ! 0.009

C-1308A D-3804-1 (4) ASMENB-2331 0 0 0.19 0.48 0016

.- 87

73

102

102
7..2
76

111 I118--- ---

LINDE 01 24 WELD

LINDE 1092 WELD

C-I13088 ID-38042  (4)  MTEB 5-2

27204 IciRC. WELD 9-112 76.9 .Generic
3 4-B0069-IYY•ER SH{ELL AXIAL WELD 3-1 12A/C 7 1 eei4.__0 ..... :w :SfELr • k~ ~t•6 . • ............ 76.1 ... Generic

W5214 LOWER SHELL AXIAL WELDS 3 -112A.C . . .... 2. Generic

W524__- M-EDIATEiSELL AXIAL WELDS 2-112 A/C enetc

-30

-56

-56

-56
-56

-0
17

17

17

0.19
0.203
0.192
0.213
0.213

0.5

1.018
0.98
1.01
1.01

0.0 15
0--.013-

0.019
0.019

Notes:

(1) Information taken directly from the July 2000 release of the NRCs Reactor Vessel Integrity [RVID2] database.

(2) These composition values are as reported in RVID2. In FAVOR calculations these values should be treated as the central tendency of
the Cu, Ni, and P distributions.

(3) No values of phosphorus are recorded in RVID2 for these heats. A generic value of 0.012 should be used, which is the mean of 826
phosphorus values taken from the surveillance database used to calibrate the embrittlement trend curve [Kirk].

(4) No values strength measurements are available in PREP4 for these heats [PREP]. A value of 77 ksi should be used, which is the mean
of other flow strength values reported in this Appendix.

References:

RVID2 U.S. Nuclear Regulatory Commission Reactor Vessel Integrity Database, Version 2.1.1, July 6, 2000.

PREP PREP4: Power Reactor Embrittlement Program, Version 1.0," EPRI, Palo Alto, CA: 1996. SW-106276
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Kirk M. T. Kirk, C. S. Santos, E.D. Eason, J.E. Wright, and G. R. Odette, "Updated Embrittlement Trend Curve for Reactor Pressure
Vessel Steels," Paper No. GO 1-5, Transactions of the 17th International Conference on Structural Mechanics in Reactor
Technology (SMiRT 17), Prague, Czech Republic, August 17-22, 2003.
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Appendix E - Statistical Point-Estimation Techniques for Weibull Distributions

The three parameters for the Weibull distributions of RTNDT -To and ARTLB were calculated

using a combination of two point-estimation procedures, Maximum Likelihood and the Method of

Moments. The parameters to estimate are the location parameter, a, of the random variate, the

scale parameter, b, of the random variate, and the shape parameter, c.

Maximum likelihood estimators for the shape parameter c' and the scale parameter bY can be

derived from the likelihood function, L, for the Weibull distribution. The Weibull density is given

by

w(ARTla, b,c)= -y exp (-y), for
b (l

(y =(ART-a) / b, ART > a, b,c > O)

and the corresponding likelihood function is the joint density (see Ref.[El]) (given the location

parameter, a)

L(b, c IART, a)=

NCl(ART(i) -a -I exp FrAR()ai - 1 (E2)
Hb( bb

The maximum likelihood (ML) estimators for the scale, b', and shape parameters, c', are defined

as the unique values of (b', c') that maximize the joint probability that the N members of the

sample set all come from the same parent population. The ML estimators are, therefore,

calculated by finding the stationary point of Eq. (E2). Upon taking the logarithm of Eq. (E2), the

derivatives with respect to the individual parameters-(b', c') are set to zero. The resulting ML

estimator for the shape parameter, c', is found by solving iteratively for c' in the following

nonlinear equation

N

I (AR Tj1) -a)c' n(AR T~) - a) ND(ln(L(c')) _ i=1 I -I Ii(AR Ti) -)-1 0( 3
aic' N , N - )-C7=0(3

Z(ART(i)_a)C N c

Upon obtaining a solution for c', the ML estimator for the scale parameter, b', follows directly

from
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a(1n(L)) N b'- ART(i) - a)c c' (E4)
b' -

N

For the ME point estimators for (b',c'), the location parameter, a, was assumed given. The

Method of Moments (MM) can now be applied to provide a point estimate for the location

parameter, a . In the Method of Moments, the sample moments are used as estimators for the

population moments. The MM point estimator for the scale parameter, b*, is (given the shape

parameter, c),

b* = VMm2 /[F(1 + 2 / c) - F2 (1 + 1 / c)] (E5)

where m2 is the second moment of the sample about the sample mean and F is Euler's gamma

function. The MM estimator for the location parameter, a , follows from

a* = in - b'1(11 + / c) (E6)

where mn'is the 1 " crude moment of the sample (the sample mean) and the sample moments are

defined by
N ARTNDT(i)

N
N _ ?,)2(E7)

m2 = (ARTNDTi W I•)

i=1N

From Ref. [B.2], a moment estimator for the shape parameter, c*, also exists

* 4.104683-1.148513Jb1 + 0.44326(f-0)2 -0"053025( -)I---- (E8)
c = xbl + 1. 139547

where b is the sample skewness. However, for sample sizes as small as 20, there will be a

high level of uncertainty in the (a*,b*,c*) estimates derived from c* (Ref. [B.2]).

The three parameters for the Weibull distribution of ART were estimated through the following

iterative sequence:

1) For the discrete set (ART(j),i = 1,N), calculate the sample moments, (mn,m2 ) from Eqs. (E7).

2) Select a trial value for the location parameter, atria, where 7trial < min(ARToi),i = 1, 2,... N).

3) Calculate ML estimates for (c', b') from Eqs. (E3)-(E4) by letting a = atrial.
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4) Calculate MM estimates for (a*, b*) from Eqs. (E5)-(E6) by letting c = c" as determined in
Step 3.

5) Calculate a relative deviation between the trial atriat and the MM estimate of a from Step 4

by

8 = atrial - a (E9)
atrial

6) Given Etolerance, as a pre-selected convergence tolerance, if 8 > Etolerance, then select a new
trial location parameter, atrial, and repeat Steps 3-6 until convergence, defined as 8• <tolerance"

Upon convergence, there will be two triplets (atrial,b ,c') and (a*,b*,c') where in general

atria, = a* and b' # b* although b' was typically close to b* in this study. The triplet (a ,b ,c')
was taken as the converged estimate for the parameters of the Weibull distribution for ART.
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Appendix F - Development of Stochastic Models for ARTepi&s,.,c and ART,,,,,rt

F.1 Stochastic Model for AR•IPistemic

F.I.1 Initial Weibull Model for ARTIpL.timic

Initially, the epistemic uncertainty in the unirradiated value for RTNDTo was modeled by a

continuous 3-parameter Weibull distribution of the form

1V(ARTIa,b,c) =." { •r exp[- AR-a (ART>]cr, (b,c)>0)
b bc' (1Fl)

Pr(X:5ART)= Jvf(ART Ia,b,c) =P=1 -exp[_(A&RTaJ1], (AR7'>a, (b,c)>0)

where fiv is the probability density function (PDF), Fw is the cumulative distribution function

(CDF), and a, b, and c are the location, scale, and shape parameters, respectively, of the Weibull

distribution. In FAVOR, the epistemic uncertainty term is sampled using the inverse CDF

I

ART=a+b[-ln(1-P)]}; 0<P<I (F2)

where P is randomly sampled from a uniform distribution on the open interval (0,1). The

epistemic uncertainty in RTD7,,,) can then be reduced by

RTL8 = RTNDT(.) - ART (F3)

Using a combination of the Maximum Likelihood and Method of Moments point-estimation

procedures (as described in Appendix E, the following values were de-1ermined for the three

Weibull parameters in Eqs. (Fl) and (F2):

a = -40.02 TF

b = 124.88 F (F4)

c = 1.96

based on the sample (N= 18) given in Table 8 and repeated in Table Fl.
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Table Fl. ART7-Pimic Ranked Data with Order-Statistic Estimates of P

K .. 14 RT 1 _(Pj.. P1 ilf(1I~"P
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

-19.4
-10.9
-1.7
2.1
33.2
38.4
50.1
54.6
62.3
64.3
81.9
89.4
91.5
97.8
142.2
147.6
162.4
186.2

0.03804
0.09239
0.14674
0.20109
0.25543
0.30978
0.36413
0.41848
0.47283
0.52717
0.58152
0.63587
0.69022
0.74457
0.79891
0.85326
0.90761
0.96196

-3.24970
-2.33364
-1.84080
-1.49387
-1.22093
-0.99223
-0.79239
-0.61229
-0.44594
-0.28898
-0.13796
0.01019
0.15861
0.31100
0.47251
0.65186
0.86782
1.18449

Sample
mean = 70.67

variance = 3669.77
stdv = 60.58

P,=(i-0.3)/(n+0.4)

From the following asymptotic relations for the mean and variance of a Weibull distribution,

li=a+bF(1+ 1)

(Fs)

F(x) = f tx-Ie-ldt

the mean and variance for the Weibull model for ARTpj,,mmc compared to the corresponding

sample estimators are:

Model

= 70.70 OF
.2.= 3473.65

f= 58.94 OF

Sample

= 70.67 OF

S2 = 3669.77

s = 60.58 °F
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F.1.2 New Model Developed Using Orthogonal Distance Regression (ODR)

The initial statistical model for AR7ýismi, was developed using point-estimation procedures that

did not take into account any uncertainty in the data sample of Table F 1. An analytical procedure,

called orthogonal distance regression (ODR), can be employed to solve the errors-in-variables

problem in which uncertainties are assumed to exist in the data. The computational procedure

implemented into the software package, ODRPACK [F I], can be used to fit a model equation to

data using orthogonal distance regression.

The explicit ODR problem is defined as follows. Let (x,,y),i = 1,2,... n be an observed set of

data. Assume that the values y. are a (possibly nonlinear) function of xi and a set of unknown

parameters 6lE 9V, where both vi and xi contain the uncertainties, E=- 91' and 9 e 91 ,

respectively. The superscript "*" denotes an actual but unknown value. The observed value, yi,

can be expressed in terms of a model equation

y = e :f x;+ ~f ; (i=l,2,...n) (F6)

for some actual values of the parameter vector ({fl};k=1,2,...p). The variables yi are

sometimes referred to as the dependent or response variables, and xi are the independent

(regressor or explanatoty) variables.

The explicit orthogonal distance regression problem approximates {PI*} by finding the estimate

{fl} for which the sum of the squares of the n orthogonal distances from the curve f(x ;{f1})

to the n data points is minimized [F1]. This can be accomplished by the following minimization
problem

minZ(e7 +62) (F7)

subject to the constraints

yi =(x, +4 9,{,8) -, i = 1,2,....n. (178)

Since the constraints are linear in e,, they and thus e, can be eliminated from the minimization

problem, obtaining

mini /[f.(,+] (F9)

The algorithm implemented in ODRPACK uses the Levenberg-Marquardt trust region method to

iteratively solve the nonlinear minimization problem of Eq. (F9).
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Derivation of the Model Equation Form

To proceed, the form of the problem-specific model equation must be derived. The CDF in

Eq.(FI) can be rewritten as

I - P = exp ART- (F)

-ln(1-P) fART-a)

ln[-ln (1- P)] cln(ART - a) - c In(b)

The location parameter, a, is related to the scale, b, and shape, c, parameters through its moment

estimator

a=m'-bF I+ I(Fll1)

where n? is the 1 St crude moment of the sample (or sample mean). The use of the Eq. (F 11) as a

constraint in the model equation forces the mean of the resulting Weibull model to be identical to

the sample mean, m' . Introducing Eq. (F 11) into Eq. (F 10), the final form of the nonlinear

model equation is

.V=Y , A ln + - m 8+ ]21-"I1+ - ,8, ln(8l2); (i= l1, 2,... n)

where (F 12)

Values for Pi can be estimated by ranking the data in Table F1 and applying the median-rank

order statistic

i-0.3
Pi ý= -- (F13)

n + 0.4
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ODRPACK iteratively solves for the solution vector

I82
'5; 1
g2

A7n+

The results of the ODRPACK analysis are presented in Table F2. In summary, the ODR analysis

produced the following estimates for the Weibull model for ARTepitemic:

Location Parameter, a =

Scale Parameter, b =

Shape Parameter, c

ARTODR =

Sample Mean, n =

Weibull Mean, ¢u =

Sample Stdv, s =

Weibull Stdv, a =

Sample Variance, s =

Weibull Variance, oa

-45.586

130.899±10.259

1.855 ± 0.227

-45.586 +130.899[- In (I - P)] 1.855;

70.67

70.667

60.58

65.036

3669.77

4229.692

95% Confidence Intervals

109.15 to 152.65

1.374 to 2.337

0<P<I

The 95% confidence intervals for the two parameters A = c and ,82 =b are calculated by
ODRPACK usingk ± '(0.975. p)U9, where t is the appropriate value for constructing a

two-sided confidence interval using Student's I distribution with /U degrees of freedom. The

computational procedure used by ODRPACK to calculate the standard deviations for the

parameters, o-,,, is given in [F2]. See Fig. F1 for a comparison of the initial Weibull model and

the model produced by the ODR analysis. The application of ODR has resulted in an increase in

the Weibull model's standard deviation from 58.94 'F to 65.04 'F compared to the sample's

standard deviation of 60.58 'F.
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Table F2. ODRPACK Results of ODR Analysis of ART pseic Model Equation

* ODRPACK VERSION 2.01 OF 06-19-92 (DOUBLE PRECISION) *

ODR Analysis of DRTLB weibull Model Parameters

BETA(l) = c >> Shape Parameter
BETA(2) = b >> Scale Parameter

a = M1 - b*Gamma[l + 1/c]

*** INITIAL SUMMARY FOR FIT BY METHOD-OF ODR *

PROBLEM SIZE:
N=

NQ =
M=

NP=

18
1
1
2

(NUMBER WITH NONZERO WEIGHT = 18)

CONTROL VALUES:
JOB = 00010

= ABCDE,

(NUMBER UNFIXED = 2)

WHERE
A=O ==> FIT IS NOT A RESTART.
B=O ==> DELTAS ARE INITIALIZED TO ZERO.
C=0 ==> COVARIANCE MATRIX WILL BE COMPUTED USING

DERIVATIVES RE-EVALUATED AT THE SOLUTION.
D=1 ==> DERIVATIVES ARE ESTIMATED BY CENTRAL

DIFFERENCES.
E=O ==>

NDIGIT = 16
TAUFAC = 1.OOD+00

--- STOPPING CRITERIA:
SSTOL = 1.49D-08

PARTOL = 3.67D-11
MAXIT = 50

METHOD IS EXPLICIT ODR.
(ESTIMATED BY ODRPACK)

(SUM OF SQUARES STOPPING TOLERANCE)
(PARAMETER STOPPING TOLERANCE)
(MAXIMUM NUMBER OF ITERATIONS)

--- INITIAL WEIGHTED SUM OF SQUARES
SUM OF SQUARED WEIGHTED DELTAS
SUM OF SQUARED WEIGHTED EPSILONS

1.15671908D+00
O.OOOOOOOOD+00
1.15671908D+00

*** ITERATION REPORTS FOR FIT BY METHOD OF ODR ***

CUM.
IT. NO. FN

NUM. EVALS

1
2
3
4
5
6
7
8

12
19
26
33
40
47
54
61

WEIGHTED
SUM-OF-SQS

5.36253D-01
5.33419D-01
5.33152D-01
5.33130D-01
5.33128D-01
5.33128D-01
5.33128D-01
5.33128D-01

ACT. REL.
SUM-OF-SQS

REDUCTION

5.3640D-01
5.2849D-03
4.9976D-04
4.1577D-05
3.2902D-06
2.5647D-07
1.9907D-08
1.5432D-09

PRED. REL.
SUM-OF-SQS

REDUCTION

5.3739D-01
4.2184D-03
3.9259D-04
3.2561D-05
2.5746D-06
2.0064D-07
1.5572D-08
1.2072D-09

TAU/PNORM

1.333D-01
4.265D-02
1.461D-02
4.323D-03
1.224D-03
3.423D-04
9.542D-05
2.657D-05

G-N
STEP

YES
YES
YES
YES
YES
YES
YES
YES
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Table F2. ODRPACK Results of ODR Analysis of AR2rIistemic Model Equation

(continued)

* FINAL SUMMARY FOR FIT BY METHOD OF ODR *

--- STOPPING CONDITIONS:
INFO = 1 ==> SUM OF SQUARES CONVERGENCE.

NITER = 8 (NUMBER OF ITERATIONS)
NFEV = 67 (NUMBER OF FUNCTION EVALUATIONS)

IRANK = 0 (RANK DEFICIENCY)
RCOND = 1.20D-01 (INVERSE CONDITION NUMBER)
ISTOP = 0 (RETURNED BY USER FROM SUBROUTINE FCN)

FINAL WEIGHTED SUMS OF SQUARES = 5.33127879D-01
SUM OF SQUARED WEIGHTED DELTAS = 7.67684538D-04
SUM OF SQUARED WEIGHTED EPSILONS = 5.32360195D-01

--- RESIDUAL STANDARD DEVIATION = 1.82539016D-01
DEGREES OF FREEDOM = 16

--- ESTIMATED BETA(J), J = 1, ... , NP:

BETA S.D. BETA ---- 95% CONFIDENCE INTERVAL

1 1.85530498D+00 2.2706D-01 1.37390691D+00 TO 2.33670305D+00
2 1.30899017D+02 1.0259D+01 1.09149592D+02 TO 1.52648443D+02

--- ESTIMATED EPSILON(I) AND DELTA(I,*), I = 1, ... , N:

I EPSILON(II)

I 2.62841903D-01
2 -1.29977011D-01
3 -1.86382404D-01
4 -3.79012096D-01
5 2.78865897D-01
6 1.68817068D-01
7 2.10949482D-01
8 1.16154880D-01
9 8.71915578D-02

10 -3.56507199D-02
11 8.89342397D-02
12 4.68465281D-02
13 -7.29122682D-02
14 -1.41925842D-01
15 1.97009129D-01
16 7.02764840D-02
17 -8.73096746D-03
18 -1.24381318D-01

DELTA(I, 1)

-1.86361603D-02
6.95094427D-03
7.87802505D-03
1.47415688D-02

-6.56742977D-03
-3.72942044D-03
-4.09035239D-03
-2.15105581D-03
-1.49943300D-03

6.01915026D-04
-1.29426169D-03
-6.43875329D-04
9.86768713D-04
1.83636941D-03

-1.94642622D-03
-6.74910438D-04

7.78822029D-05
9.95579717D-04
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F.1.3. Final Stochastic Model for ART pt.,i in FAVOR

The epistemic uncertainty in RTND2(u) is estimated in FAVOR by

ARTepismic =RTNDT(u) - RTLB (F14)

where RTNDT(u) is the unirradiated reference nil-ductility transition temperature and RTLB is a new

temperature index developed for FAVOR analyses. If we assume that RTND2u) and RTLB are

statistically independent and, therefore, uncorrelated, then the variance of ARTepj•,,,,ic is

var(ARTeppimic) = var(RTNDT) + var(RTLI ) (F15)

where the cov(RTNT(,,)RTL,) has been assumed to be zero. The statistical model developed for

ARTqjise,,,ic using the ODR procedure contains the following four sources of uncertainty

1. Measurement uncertainty and material variability in RTNDT(U), 2

2. Measurement uncertainty and material variability in RTLB, 07(2)

3. Model uncertainty in RTNDT(u), -j3-)

4. Model uncertainty in RTLB, 0-'4

such that the components of the variances for RTvNDTu) and RTLB are the following:

var(RTNDT(U) = 0" 1 + 0"3) (F16)

var(RTLB)=e0(, +0=4)

Therefore, the variance (uncertainty) in the ODR-developed Weibull distribution for ARTepis,,mic

can be expressed as
2 " "2 2 +0" 2 9.9(77

0-•RT =0-i•) + 02) +- 070) 4 (422.9)F7

As a result of the sampling protocols in FAVOR, the uncertainties associated with sources (1) and

(2) have already been accounted for at the point in FAVOR where ART is sampled. The

Weibull model for ART can be revised such that it reflects the uncertainties associated

with sources (3) and (4) only, specifically

1o'RT(rcv) =073)+ =ý4) -U'RT '1(J) '1(2) (F18)

Two cases were examined:
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Case 1:

(230F) 2

U(2) 0

Case 2:

o() =(23-F)
2

The required adjustments to the Weibull model for ART icmc can be calculated by solving the

following nonlinear system of equations

C) (FI9)

UQ2RT(rei') -b 2 [u 1+ý 1-2 1i+iji 0

for the new parameters b and c, where PART = 70.67 OF and the location parameter for the ODR-

developed model, a = -45.586 OF, remain fixed. Equations (F19) are the asymptotic relations for

the mean and variance of a Weibull distribution.

Case 1:

0
*ART(rc,•) = 

0 RT - c, -0 ,2)

U2RT(re.) = 4229.692 - 232 - 0 = 3700.692

CrT(rev) = 60.83 OF

The solutions for (b,c) are

b=131.18 OF

c = 1.998
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Case 2:

22

OrART(re,) = 4229.692 -232 -232 =3171.692

'ART(rev) = 56.32 OF

The solutions for (b,c) are

b = 131.27 OF

c=2.177

See Fig. F2 for a comparison of the ODR-derived model with the revised models of Cases 1 and

2. Figure F3 compares the CDF of the initial Weibull model to that of Case 2 with emphasis

placed on the lower-left tail. Note that Case 2 produces a more negative ARTpistmic adjustment

than the initial model for cumulative probabilities less than approximately 3.5%. A comparison

between the ODR-derived model and Case 2 is shown in Fig. F4. For cumulative probabilities

less than approximately 60%, Case 2 produces more positive values of ARTPis,,,mi than the ODR

model.

In summary the revised Weibull models for Cases (1) and (2) are:

Summary:

Case 1:

ART(,.,, = -45.586 + 131. 18[-In (1-P)] 1-99 ; O< P< I

Case 2:

ART,,,,) =-45.586+13l.27[-ln(1-P)]2_-77 ; 0<P<I

Case 2 was selected for implementation into FAVOR.
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F.2. Stochastic Model for ARTrrest in FAVOR

F.2.1 Initial Model for ARTarrest

The initial stochastic model developed for FAVOR to describe the statistical distribution of

ART'rr, = To - TK, was based on a lognormal distribution (see Fig. F5) with the parameters

ARTarres, =/u(To) = 44.123exp(-0.006TO); To[°c]

o-g = 0.392 = 0.1521 (constant)

The asymptotic relations for the log-mean and variance of the model are:

A/g(To): = n [P(To)] Clog
2 (F21)

var(ARTo,,.•,)=o 2 (L0)= w(oo-1)exp[2yl, g(T0)]; w=exp(O-•g)

The initial model was derived from an ordinary least squares regression analysis using the log-

transformed data shown in Table F3.

F.2.2 Model Developed Using Orthogonal Distance Regression (ODR)

The ORDPACK program was used to reanalyze the following model equation

ln(ART,,.,.,,) =f8,T, + ,2 (F22)

where, upon reversing the log-transformation, the mean value for AR7>_,I, is

ART,,-,.,, = exp(fl, ) exp (/3fo) (F23)

The results of the ODR analysis are presented in Table F4 with the following ODR estimates for

the model parameters:

/3, = -0.00597110744 ± 0.00082458

,82 = 3.78696343 ± 0.065299

exp(/32) = 44.12221645 ± 2.908036613
(F24)

ART ....., =44.1222exp(-0.00597T0); [°C]

-•og =0.389987535; q-l`o =0.1520903
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Table F3. Data Used-in the Development of the ART7,,,r Model

1 -114 16 130 4.8675
2 131 140 9 2.1972
3 -66 13 79 4.3694
4 -78 6 84 4.4308
5 -104 -16 88 4.4773
6 -108 44 152 5.0239
7 43 113 70 4.2485
8 -20 60 80 4.3820
9 -71 -41 30 3.4012
10 -66 6 72 4.2767
11 -84 9 93 4.5326
12 -21 65 86 4.4543
13 -53 -6 47 3.8501
14 -54 18 72 4.2767
15 62 93 31 3.4340
16 -65 -12 53 3.9703
17 -100 -15 85 4.4427
18 -130 -8 122 4.8040
19 -100 -18 82 4.4067
20 -27 25 52 3.9512
21 -78 10 88 4.4773
22 -115 -25 90 4.4998
23 -68 -9 59 4.0775
24 -70 17 87 4.4659
25 -65 -25 40 3.6889
26 -51 19 70 4.2485
27 17 77 60 4.0943
28 -48 48 96 4.5643
29 -92 -26 66 4.1897
30 -70 -18 52 3.9512
31 -81 -20 61 4.1109
32 -157 -27 130 4.8675
33 67 78 I1 2.3979
34 -84 9 93 4.5326
35 -67 18 85 4.4427
36 -58 -14 44 3.7842
37 35 74 39 3.6636
38 39 67 28 3.3322
39 -61 -15 46 3.8286
40 6 62 56 4.0254
41 -61 -16 45 3.8067
42 -48 8 56 4.0254
43 -24 32 56 4.0254
44 -19 10 29 3.3673
45 -85 -33 52 3.9512
46 -131 -26 105 4.6540
47 -3 33 36 3.5835
48 -95 -62 33 3.4965
49 -93 -17 76 4.3307
50 -68 -8 60 4.0943
51 184 220 36 3.5835
52 42 71 29 3.3673
53 27 68 41 3.7136
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Table F4. ODRPACK Results of ODR Analysis of ARTr Model Equation

* ODRPACK VERSION 2.01 OF 06-19-92 (DOUBLE PRECISION) *

ODR Analysis of DARTarrest Lognormal Model

BETA(I) = slope

BETA(2) = intercept of log-transformed data

LN(DRTarrest) = BETA(1)*T0 + BETA(2)

DRTArrest = EXP(BETA(2))*EXP(BETA(1)*TO)

* DERIVATIVE CHECKING REPORT FOR FIT BY METHOD OF ODR ***

FOR RESPONSE 1 OF OBSERVATION 1

DERIVATIVE WRT

USER
SUPPLIED

VALUE

-1.57D+02
1.OOD+O0

-5.84D-03

BETA(
BETA(

DELTA( 1,

1)
2)
1)

RELATIVE
DIFFERENCE

4.25D-07
7.87D-08
4.30D-07

DERIVATIVE
ASSESSMENT

VERIFIED
VERIFIED
VERIFIED

NUMBER OF RELIABLE DIGITS IN FUNCTION RESULTS
(ESTIMATED BY ODRPACK)

NUMBER OF DIGITS OF AGREEMENT REQUIRED BETWEEN
USER SUPPLIED AND FINITE DIFFERENCE DERIVATIVE FOR
USER SUPPLIED DERIVATIVE TO BE CONSIDERED VERIFIED

ROW NUMBER AT WHICH DERIVATIVES WERE CHECKED

-VALUES OF THE EXPLANATORY VARIABLES AT THIS ROW

X( 1, 1) -1.57000000D+02

* ODRPACK VERSION 2.01 OF 06-19-92 (DOUBLE PRECISION) *
**** *** * * ** *** ******************* **********************

*** INITIAL SUMMARY FOR FIT BY METHOD OF ODR **

16

4

1

--- PROBLEM SIZE:
N = 53

NQ= 1
M= 1

NP= 2

--- CONTROL VALUES:
JOB = 00020

= ABCDE,

(NUMBER WITH NONZERO WEIGHT = 53)

(NUMBER UNFIXED = 2)

WHERE
A=O ==>
B=O ::>
C=0 ==>

D=2 ==>

FIT IS NOT A RESTART.
DELTAS ARE INITIALIZED TO ZERO.
COVARIANCE MATRIX WILL BE COMPUTED USING
DERIVATIVES RE-EVALUATED AT THE SOLUTION.
DERIVATIVES ARE SUPPLIED BY USER.
DERIVATIVES WERE CHECKED.
RESULTS APPEAR CORRECT.
METHOD IS EXPLICIT ODR.
(ESTIMATED BY ODRPACK)

E=O ==>
NDIGIT = 16
TAUFAC = 1.OOD+00
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Table F4. ODRPACK Results of ODR Analysis of AR7T,.,•, Model Equation (continued)

--- STOPPING CRITERIA:
SSTOL = 1.49D-08

PARTOL = 3.67D-11
MAXIT = 50

(SUM OF SQUARES STOPPING TOLERANCE)
(PARAMETER STOPPING TOLERANCE)
(MAXIMUM NUMBER OF ITERATIONS)

--- INITIAL WEIGHTED SUM OF SQUARES
SUM OF SQUARED WEIGHTED DELTAS
SUM OF SQUARED WEIGHTED EPSILONS

7.76381810D+00
O.O0000000D+00
7.76381810D+00

*** ITERATION REPORTS FOR FIT BY METHOD OF ODR ***

CUM.
IT. NO. FN

NUM. EVALS
WEIGHTED

SUM-OF-SQS

7.75660D+00
7.75660D+00

7.75660D+00

ACT. REL.
SUM-OF-SQS

REDUCTION

9.2916D-04
1.7592D-08
6.0973D-13

PRED. REL.
SUM-OF-SQS

REDUCTION TAU/PNORM

9.2766D-04 3.063D-02
1.7S40D-08 5.224D-05
6.0818D-13 1.064D-06

G-N
STEP

YES
YES
YES

1
2
3

15
16
17

*** FINAL SUMMARY FOR FIT BY METHOD OF ODR ***

STOPPING
INFO

NITER
NFEV
NJEV

IRANK
RCOND
ISTOP

CONDITIONS:
= 1 ==> SUM OF SQUARES CONVERGENCE.
= 3 (NUMBER OF ITERATIONS)
= 17 (NUMBER OF FUNCTION EVALUATIONS)
= 4 (NUMBER OF JACOBIAN EVALUATIONS)
= 0 (RANK DEFICIENCY)
= 1.02D-01 (INVERSE CONDITION NUMBER)
= 0 (RETURNED BY USER FROM SUBROUTINE FCN)

--- FINAL WEIGHTED SUMS OF SQUARES
SUM OF SQUARED WEIGHTED DELTAS
SUM OF SQUARED WEIGHTED EPSILONS

--- RESIDUAL STANDARD DEVIATION
DEGREES OF FREEDOM

--- ESTIMATED BETA(J), J = 1, ... , NP:

= 7.75660416D+00
= 2.76544656D-04
= 7.75632762D+00

= 3.89987535D-01
= 51

1
2
2a

BETA

-5.97110744D-03
3.78696343D+00
44.1222164

S.D. BETA ---- 95% CONFIDENCE INTERVAL ----

8.2458D-04
6.5299D-02
1.06747815

-7.62651413D-03 TO -4.31570076D-03
3.65587019D+00 TO 3.91805666D+00

38.70118385 TO 50.30259469
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Table F4. ODRPACK Results of ODR Analysis of ART,,,,, Model Equation (continued)

--- ESTIMATED EPSILON(I) AND DELTA(I,*), I = 1, ... , N:

I EPSILON(I,1)

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
5o
51
52
53

-1.43102053D-01
-8.47788261D-02
-2.40805066D-01
-2.61679548D-02
-3.99850519D-01
-5.92016383D-01
-6.93757401D-02
-5.85749970D-02
-2.26442691D-02
8.57680493D-01
1.15426669D-02
1.46645341D-01
3.43251602D-01

-2.44054340D-01
-2.44054340D-01
1.59743570D-01

-1.78100642D-01
-2.24618999D-01
8.09685804D-01

-2.60957867D-01
2.53688183D-01
1.15457172D-01
9.86506532D-02

-2.55614517D-01
-1.88384618D-01
-9.56061927D-02
2.04786195D-01
4.86188622D-01
3.22548084D-01
3.44526207D-01
3.49085578D-01

-1.67256927D-01
2.53275489D-01

-1.56999738D-01
-4.90754110D-01
4.82231733D-02

-3.06028247D-03
-9.50782960D-02
-5.41971290D-01
-4.75624102D-01

5.33099631D-01
2.21349919D-01

-2.74205133D-01
-4.08875384D-01
-8.78254100D-02
-8.55839285D-02
2.21877816D-01
1.68875063D-01

-7.18263826D-01
-1.72318244D-02
9.88968694D-01
8.07494984D-01

-8.95207363D-01

DELTA(I, 1)

-8.54477100D-04
-5.06223103D-04
-1.43787185D-03
-1.56251554D-04
-2.38754864D-03
-3.53499080D-03
-4.14249691D-04
-3.49757341D-04
-1.35211263D-04
5. 12129857D-03
6. 89224532D-05
8. 75634434D-04
2 .04959067D-03

-1. 45727360D-03
-1. 45727360D-03

9. 53845309D-04
-1. 06345728D-03
-1. 34122318D-03

4. 83471734D-03
-1. 55820631D-03

1. 51479827D-03
6. 89406666D-04
5. 89053212D-04

-1.52630061D-03
-1.12486396D-03
-5.70874424D-04
1.22279946D-03
2.90308234D-03
1.92596784D-03
2.05720147D-03
2.08442594D-03

-9.98708341D-04
1.51233403D-03

-9.37461609D-04
-2.93034334D-03
2.87945535D-04

-1.82732618D-05
-5.67722299D-04
-3.23616640D-03
-2.84000050D-03
3.18319281D-03
1.32170317D-03

-1.63730709D-03
-2.44143703D-03
-5.24414570D-04
-5.11030452D-04
1.32485529D-03
1.00837040D-03

-4.28882729D-03
-1.02892998D-04

5.90523394D-03
4.82163573D-03

-5.34537537D-03
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Comparison of Eqs. (F20) with Eqs. (F24) indicates that the ODR analysis produced essentially

the same model as resulted from the ordinary least squares analysis (see Fig. F6).

F.2.3 Final Model for ARTarrest

The variance of AR77 Tr,? =To -TT., is

var(AR7T, 1 ) = var(To) + var(Tx, ) -2 cov(ToTK,) (F25)

In the absence of data to the contrary, we assume the statistical independence of To and TKIa such

that cov(ToTK, ) = 0, and Eq. (F25) becomes

var(AR Ta,.rt) = var(T0) + var(T,.) (F26)

The variance of both the initial and ODR lognormal model is a decreasing function of increasing

TO

var(AR T1rc ,. o1 1R)) = O5TDR (T)

= exp(O.389982) [exp(O.389982) 1] x exp [2 In [,u(T0)] - 0.389982] (F27)

as shown in Fig. F7. By T, - 56 'C, var(AR1,,T,) = (12.78 °C) 2 .

The variance for To has been accounted for in a separate sampling protocol prior to the sampling

of AR7Tarr., , and the statistical model for ART, should, therefore, reflect only the remaining

variance in TK, . If we assume that the var(T0) = (23 °F) 2 = (12.778 °C) 2 , then

var(AR7are.,,(,.•,,)) = var(T,,) = var(ART,,.,) - var(To)

var(ART ,rres ,..)) = ,2,(TO)

{exp(0.389982)X exp(O.389982)-1] x exp [2,u1og (TO)]} - var(To) =(F28)

exp[O (To),.,v ] x {exp [o2og (T0)rev - l} x exp [2,u.,og (To),,.]

where

U2
A"og(To),,cv In [' (To)] 2 2)

and u(To.) remains a fixed function of To. Solving Eq. (F28) for O'og( (),-,, results in

O-g (T),.. = In {exp [0.389982 + 2 ln(p(To)] - var (T,)1 -2 In [,u(To)] (F29)

and solving for var(ARTcr,.c,,(r,)) = o-(T),., gives
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(F30)

exp{2 In [,u(T) - )"'j

However, as noted earlier and indicated in Fig. F7, at

To= 56 'C, var(ARTr,.cs,) = var(T0) = (12.78 °C)2 which would produce o'2(To),.,, = 0. In order

to prevent a nonphysical zero variance at this point, the assumed constant value of var(To) can be

replaced by the following function with a transition region:

(12.77 8)2 for T, <-35.7 °C

var(TO)= 99.905972-1.7748073TO for-35.7 0C_<To •56 0C (F31)

for To > 56 'C

Figure F7 plots Eq. (F30) as the final model variance with Eq. (F3 1) used in Eq. (F29) to produce

the final log-variance as a function of To. Figure F8 compares the 1% and 99% percentiles of the

ODR and final models for AR,.,,.

Summary of Stochastic Model for ART,,.,,,

The lognormal model for ARTa,.,.Cs, is, therefore,

ARTar,,s, = 77(To) = 44.122exp(-0.005971TO); TJ0[C]

Clog (To)rev = jln{exp[0.389982 + 2 ln(7u(To]- var(To )}( - 21n [/l(To)

where (F32)

(12.778)2 for T. < -35.7 'C

var(To) = 99.905972-1.7748073To for -35.7 °C•< To < 56 'C

0 for To > 56 °C
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(a) probability density functions and (b) cumulative distribution functions.
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Case I (WI) and Case 2 (W2): (a) probability density functions and (b) cumulative

distribution functions.
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