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ABSTRACT

SCALE, a modular code system for Standardized Computer Analyses Licensing Evaluation, has been
developed by Oak Ridge National Laboratory at the request of the U.S. Nuclear Regulatory Commission. The
SCALE system utilizes well-established computer codes and methods within standard analysis sequences that
(1) allow an input format designed for the occasional user and/or novice, (2) automate the data processing and
coupling between modules, and (3) provide accurate and reliable results. System development has been
directed at problem-dependent cross-section processing and analysis of criticality safety, shielding, heat
transfer, and depletion/decay problems. Since the initial release of SCALE in 1980, the code system has been
heavily used for evaluation of nuclear fuel facility and package designs. This revision documents Version4.4

of the system.
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PREFACE

Introduction

This Manual represents Revision 6 of the user documentation for the modular code system referred
to as SCALE. The previous revision documented version 4.3 of SCALE, released in October 1995. This
revision documents version 4.4a of SCALE. Prior to the release of version 4.4a, SCALE 4.4 was released in
September 1998. Many minor corrections and enhancements have been made since that time and are being
included in SCALE 4.4a. The corrections and enhancements in versions 4.4a and 4.4 are documented
separately below. All modifications in version 4.4 are included in version 4.4a.

Background

The history of the SCALE code system dates back to 1969 when the current Computational Physics
and Engineering Division at Oak Ridge National Laboratory (ORNL) began providing the transportation
package certification staff at the U.S. Atomic Energy Commission with computational support in the use of
the new KENO code for performing criticality safety assessments with the statistical Monte Carlo method.
From 1969 to 1976 the certification staff relied on the ORNL staff to assist them in the correct use of codes
and data for criticality, shielding, and heat transfer analyses of transportation packages. However, the
certification staff learned that, with only occasional use of the codes, it was difficult to become proficient in
performing the calculations often needed for an independent safety review. Thus, shortly after the move of the
certification staff tothe U.S. Nuclear Regulatory Commission (NRC), the NRC stattf proposed the development
of an easy-to-use analysis system that provided the technical capabilities of the individual modules with which
they were familiar. With this proposal, the concept of the Standardized Computer Analyses for Licensing
Evaluation (SCALE) code system was born.

The NRC staff provided ORNL with some general development criteria for SCALE: (1) focus on
applications related to nuclear fuel facilities and package designs, (2) use well-established computer codes and
data libraries, (3) design an input format for the occasional or novice user, (4) prepare "standard" analysis
sequences (control modules) that will automate the use of multiple codes (functional modules) and data to
perform a system analysis, and (5) provide complete documentation and public availability. With these criteria
the ORNL staff laid out the framework for the SCALE system and began development efforts. The initial
version (Version 0) of the SCALE Manual was published in July 1980. Then, as now, the Manual is divided
into three volumes — Volume 1 for the control module documentation (Sections C4, C6, D1, S1- S5, and H1),
Volume 2 for the functional module documentation (Sections F1- F17), and Volume 3 for the documentation
of data libraries, and subroutine libraries, and miscellaneous utilities (Sections M1- M17).

System Overview

The original concept of SCALE was to provide "standardized" sequences where the user had very few
analysis options in addition to the geometry model and materials. Input for the control modules has been
designed to be free-form with extensive use of keywords and engineering-type input requirements. The more
flexible functional modules have a more difficult input logic and require the user 1o interface the data sets
necessary to run the modules in a stand-alone fashion. As the system has grown in popularity over the years
and additional options have been requested, the control modules have been improved to allow sophisticated
users additional access to the numerous capabilities within the functional modules. However, the most
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important feature of the SCALE system remains the capability to simplify the user knowledge and effort
required to prepare material mixtures and to perform adequate problem-dependent Cross-section processing.

The modules available in Version O of SCALE were for criticality safety analysis sequences (CSAS)
that provided automated material and cross-section processing prior to a one-dimensional (1-D) or
multidimensional criticality analysis. Since that time the capabilities of the system have been significantly
expanded to provide additional CSAS capabilities, new shielding analysis sequences (SAS) that also include
depletion/decay capabilities for spent fuel characterization, and a heat transfer analysis sequence (HTAS). At
the center of the CSAS and SAS sequences is the library of subroutines referred to as the Material Information
Processor or MIPLIB (see Section M7). The purpose of MIPLIB is to allow users to specify problem materials
using easily remembered and easily recognizable keywords that are associated with mixtures, elements, and
nuclides provided in the Standard Composition Library (see Section M8). MIPLIB also uses other keywords
and simple geometry input specifications to prepare input for the modules that perform the problem-dependent
cross-section processing: BONAMI, NITAWL-II, and XSDRNPM. A keyword supplied by the user selects
the cross-section library from a standard set provided in SCALE (see Section M4) or designates the reference
to a user-supplied library. Several utility modules from AMPX! have been included to provide users with the
capability to edit the cross-section data and reformat user-supplied libraries for use in SCALE.

Over the history of the project several modules have been removed from the system because they are
no longer supported by the development staff at ORNL. Tables 1 and 2 provide a summary of the major
applications of each of the control modules and functional modules currently in the SCALE code system. The
control modules were designed to provide the system analysis capability originally requested by the NRC staff.
The CSAS module (sometimes denoted as the CSAS4 module and documented in Section C4) is the primary
control module designed for the calculation of the neutron multiplication factor of a system. Eight sequences
enable general analysis of a 1-D system model or a multidimensional system model, capabilities to search on
geometry spacing, and problem-dependent cross-section processing for use in executing stand-alone functional
modules. CSASG is a newer criticality control module to provide automated problem-dependent cross-section
processing and criticality calculations via the KENO-VI functional module. The SAS1 and SAS3 modules (see
Sections S1andS3, respectively) provide general 1-D deterministic and 3-D Monte Carlo analysis capabilities.
The SAS2 module (see Section S2) was originally developed to perform a depletion/decay calculation to obtain
spent fuel radiation source terms that were subsequently input automatically toa 1-D, radial shielding analysis
in a cylindrical geometry. Over time the depletion/decay portion of the SAS2 module has been significantly
enhanced and interfacing to the other shielding modules has been provided. An alternative sequence for
depletion/decay calculations is ORIGEN-ARP (Section D1), which interpolates pre-generated ORIGEN-S
cross-section libraries versus enrichment, burnup, and moderator density. The SAS4 module (see Section S4)
enables automated particle biasing for a Monte Carlo analysis of a transportation package-type geometry. The
HTAS1 module (see Section H1) is the only heat transfer control module and uses the various capabilities of
the HEATING code to perform different sequences of steady-state and transient analysis that enable the normal
and accident conditions of a transportation package to be evaluated. Like SAS4, the HTAS1 module is limited
to a package-type geometry. The capability to pertorm a point-kernel shielding analysis within the SCALE
system has been developed in the QADS control module.

A 238-energy-group neutron cross-section library based on ENDF/B-V? is the latest cross-section
library in SCALE. All the nuclides that are available in ENDF/B-V are in the library. A 44-group library
has been collapsed from this 238-group library and validated against numerous critical measurements.’ These
libraries are available in this version of SCALE. )



Technical Assistance and Updates

To obtain technical assistance regarding the installation and use of SCALE, download software updates, or
report problems, you may contact us through the following channels:

® E-mail questions to scalehelp@ornl.gov

® The SCALE Users Electronic Notebook on the Web:
http://www-rsicc.ornl.gov/ENOTE/enotscal.html

e SCALE Web Site (including Download, Training, Benchmarks, and Newsletter pages):
http://www.cped.ornl.gov/cad_nea/text/scale-home.html

® SCALE Newsletter:
http://www.cped.ornl.gov/cad_nea/text/scale_news.html

e FAX to SCALE Help, 815-327-6460 or 865-576-3513

Significant Updates in SCALE 4.4a

A significant number of updates have been made to SCALE since the initial release of SCALE 4.4 in
September 1998. Most of these updates were minor corrections or enhancements. Because some of these
updates could be important to SCALE users, this interim release of SCALE 4.4a is being made available.

SAS4 and PICTURE were enhanced to allow the generation of two-dimensional (2-D) plots when the
"PARM=CHECK" option is used. This option is similar to the plotting option in the CSAS criticality
sequences. Another innovation was the addition of an option that allows users to specify an X-Y, X-Z, or Y-Z
plot and have the code automatically calculate the cosines used for the plot.

. A discrepancy in scoring boundary crossings of surface detectors was corrected in MORSE.
Contributions to user-specified surface detectors in MORSE in SCALE 4.4 could have been underestimated
because of a failure to determine which surface detector to score. This failure was due to the comparison of
a single precision variable to a double precision variable. Most affected cases would have a zero result for the
surface detector, indicating that no particles have crossed the surface detector boundary. Detector location
coordinates of four digits or less would not be expected to experience this problem.

A coding error introduced in QAD-CGGP in SCALE 4.4 has been identified and corrected. Because
of inconsistent array dimensions, if more than a very limited number of bodies are input in one zone, the
additional zone data are lost or stored incorrectly. This situation typically causes the code to fail. Though
extremely unlikely, it might be possible for a case like this to run if the incorrectly stored geometry happened
to be valid. SCALE 4.4 users should check under the "input zone data" header in the QAD-CGGP output to
verify that the zone data agree with their input.

SAS2 was corrected to fix an error introduced in SCALE 4.4 that caused the PARM=0OLDSAS?2
option to fail. Another discrepancy introduced in SCALE 4.4 caused spent fuel isotopic data written to file
FT72F001 to be incorrect in certain cases. This error, which has been corrected, occurred in cases where
burnable poison rods or other inserts are removed from or inserted into the fuel assembly between fuel cycles.
SAS2 can now correctly handle multiple fuel zones in the path B model. A minor discrepancy was corrected
where invalid characters were being written to title records in the ORIGEN-S binary library. Some text editors
could not read the SAS2 output file when invalid characters were present.

A large number of enhancements were made to XSDRNPM. The Fortran source for XSDRNPM was
converted to Fortran 90 free format. The input/output units were all moved to the 0$ array. The energy of the
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average lethargy causing fission was added to the balance tables. The output files from the balance tables and
the activities were modified and converted to ASCII files. A new ASCII file was created that contains the input
and derived data from a problem. The coarse mesh generation algorithm used in rebalancing the inner
iterations was modified to correct a problem that prevented convergence for a very small class of problems.
The code was modified to recycle if the final iteration performed after convergence failed the convergence test.
For group banding cases, convergence is now reset after initial convergence to an order of magnitude less than
overall convergence to prevent looping through iterations and never converging. The default value for flux
convergence tolerance, PTC, was reduced from 107 to 10°%. The calculation of activities by interval, an option
that was available many years ago, was reintroduced in the code.

The XSDRNPM mesh generation algorithm in MIPLIB was modified to address two problems:
(a) insufficient number of mesh intervals for thick reflectors of low absorbing material and (b) too many mesh
intervals for highly absorbing regions. New input options to override the automatic mesh generation were
added. Although this enhancement was designed primarily for CSAS1X, it potentially affects all control
modules except SAS2H that use XSDRNPM.

KENO-VI was modified to detect intersecting HOLEs in the global umt A problem will now terminate
if intersecting HOLESs are detected in the global unit. Intersecting HOLEs are illegal in KENO-VI geometry
but were not detected in the global unit in SCALE 4.4. Intersecting HOLESs in units other than the global unit
are detected during tracking of particles through the intersecting regions. Several corrections were made to
KENO-VI to prevent a particle from becoming lost and causing the code to enter an infinite loop.

MORSE was updated to correct a problem in determining the correct day of the week for dates after
December 31, 1999.

Many other minor changes included in SCALE 4.4a are listed under "SCALE 4.4a Minor

Modifications."

SCALE 4.4a Minor Modifications

In addition to the major enhancements noted above, SCALE 4.4a contains many minor modifications,
including corrections to errors in SCALE 4.4 and changes to improve portability to different computing
platforms. Note that some of these modifications may be duplicate listings of items mentioned in the previous
section.

PICTURE MRR98-056

Updated to handle the call by SAS4 when the "PARM=CHECK" option (added to the SAS4 control module
in MRR98-057) is used. Also, added an option that allows users to specity an X-Y, X-Z, or Y-Z plot and have
the code automatically calculate the cosines used for the plot.

SAS4 MRR9I8-057

Added a "PARM=CHECK" option that calls PICTURE from within the SAS4 to plot geometry but not run
MORSE. SAS4 prepares or reads MARS geometry input data, reads PICTURE input; and calls PICTURE.
Several other changes were made to error messages and formats.

SAS2 ’ MRR98-058

Updated to correct an error introduced in SCALE 4.4 that caused the PARM=0OLDSAS? option to fail. Also
corrected another problem introduced in SCALE 4.4 that caused spent fuel isotopic data written to file
FT72F001 to be incorrect in certain cases where burnable poison rods or other inserts are removed from or
inserted into the fuel assembly between fuel cycles.



MORSE MRR98-059

Corrected a discrepancy in scoring boundary crossings of surface detectors. A roundoff error caused by
comparison of a double precision variable to a single precision constant resulted in boundary crossings not
being scored. The epsilon value for the comparison was also increased from 0.0005 to 0.001.

SAS4 MRR98-060

Updated to correct the dimensions on two arrays. Also changed a test comparing 2 floating point variable
names equivalenced to integer variables to use function ISET. (This test has previously caused floating point
underflows on some platforms.)

QADS MRR98-061
Added a test on the MIPLIB error flag that terminates execution of the problem if an error occurred.

KENO-VI MRR98-062
Updated to allow a particle to cross from one hole directly into an adjacent hole even if the crossing is outside
the allowed tolerances. This prevents some cases from entering an infinite loop.

SAS2 MRR98-063
Corrected minor discrepancy that resulted in invalid characters being written to title records in ORIGEN-S
binary library. Some text editors could not read SAS2 output file when invalid characters were present.

MIPLIB MRR98-064
Updated to allow control modules to specify a sensitivity library from NITAWL and to allow number density
input for an element that has multiple isotopes.

XSDRNPM MRRY8-065

The Fortran source for XSDRNPM was converted to Fortran 90 free format. The input-output units were all
moved to the 0$ array. The energy of the average lethargy causing fission was added to the balance tables.
The output files from the balance tables and the activities were modified and converted to ASCII files. A new
file was created which contains the input and derived data from a problem. The flux file was changed to double
precision. The code was modified to not run with fluxes out of core unless explicitly requested in the input.
The coarse mesh generation algorithm used in rebalancing the inner iterations was modified to correct a
problem that prevented convergence a very small class of problems.

C5TOC6/KSTOK6 MRRY98-066/MRR98-067

The input file generated for CSAS6/KENO VI incorrectly labeled regions generated to surround HOLESs if
there were more than one region in a unit that contained HOLEs. Because of a change in KENO-VI, these
regions should no longer need to be generated. Subroutine PUNCH_GEOM was modified to not generate these

regions.

QAD-CGGP MRRY98-068

Updated to correct an error introduced in SCALE 4.4. The dimension on one variable in the geometry was not
updated when the input format was changed to match that of MARS input. This caused some jobs to fail.
Also, updated to correct misspelled name of unit used for error output.

ARPLIB MRR99-001
Updated to accept either lower or upper case input.
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PRISM MRR99-002
Updated to accept either lower or upper case input.

XSECLIST MRR99-003
Updated to accept either lower or upper case input.

SAS2 MRR99-004

Updated for compatibility with the newest revisions to XSDRNPM (MRR98-065). The routines that wrote
the XSDRNPM input files needed to be changed to account for the changes to XSDRNPM input. Subroutine
COPYNZX had to be changed to add the 0$ array to the XSDRNPM input file, and to move setting the logical
unit number of the flux output file from the 2$ array to the 0$ array.

UNIXLIB MRR99-006

Changes to update XSDRNPM required a double precision ERF function. This function is part of the Fortran
intrinsic library for the DEC Alpha’s and the IBM RS/6000, but is not part of that library for the HP or the
SUN workstations. This modification provided an update for the necessary routines to compute the double
precision ERF when it is not part of the intrinsic library.

BONAMI _ MRR99-007
Updated to correct a problem that caused cases to fail when zero number density input is used.

SAS4 MRRY99-008
Updated to change the convergence criteria because the criteria in XSDRNPM were changed. Also added an
input variable NDAB to allow the user to specify the number of direct access blocks allocated.

XSDOSE MRR99-009
Added option to turn oft angular flux print and made the default to be no angular flux print.

MODIFY - MRR99-010
Updated subroutine LODATA for compatibility with changes in MRR98-064(MIPLIB).

XSDRNPM MRR99-011

(1) The code was modified to re-cycle if the final iteration performed after convergence failed the convergence
test. For group banding cases, convergence is now reset after initial convergence to an order of magnitude less
than overall convergence to prevent looping through iterations and never converting. (2) The default value for
flux convergence tolerance, PTC, was reduced from 10 to 10°°. (3) Errors were corrected in the calculation
of activities by interval. This previously undocumented option is now documented in the XSDRNPM input
description.

KENO-VI MRR99-012

Modified KENO-VI to detect intersecting HOLEs in the global unit. A problem will now terminate if
intersecting HOLE:S are detected in the global unit. Intersecting HOLES are illegal in KENO-VI geometry but
were not detected in the global unit in SCALE 4.4. Intersecting HOLE:s in units other than the global unit are
detected during tracking of particles through the intersecting regions.

ORIGEN MRR99-014

A new subroutine was added to provide the user the option of more significant digits in the output tables.
Unit 71 was set as the default file number for the binary file containing concentrations and spectral data.
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MIPLIB "MRR99-015

The XSDRNPM mesh generation algorithm was modified to address two problems: (a) insufficient number
of mesh intervals for thick reflectors of low absorbing material and (b) too many mesh intervals for highly
absorbing regions. New input options to override the automatic mesh generation were added too. Consistent
with MRR99-011, the default value of PTC was reduced from 10 to 10, Although this enhancement was
designed primarily for CSAS1X, it potentially affects all control modules that use XSDRNPM.

KENO-VI MRR99-016

The code was corrected to define LCHK as a logical variable in subroutine POSIT. In addition, an IMPLICIT
NONE statement has been added to the beginning of the subroutine. All variables have been explicitly typed
as appropriate.

MODIFY MRR99-017
Program MODIFY was changed for consistency with the change in the direct access file made in
MRR99-015(MIPLIB).

KMART MRR99-018
An error that resulted in calculated volumes of zero for hemicylinders and arrays (if an array number was
skipped) was corrected.

CSASé6 MRR99-019
The argument list for the call to subroutine PRTPLT was modified for consistency with changes made to
KENO-VI in MRR99-012.

SAS2 MRR99-020
Calls to subroutine EPSIG were changed for consistency with MIPLIB modifications in MRR99-015.

MORSE MRR99-021
The code was updated to correct a problem in determining the day of the week for dates after December 31,
1999.

KENO-VI MRR99-022
The code was updated to fix a roundoff problem that sometimes caused particles to get into an infinite loop
when they transferred from one array location to another but in the process missed the unit boundary.

SUBLIB MRR99-023

Subroutine YREAD turns off the normal invalid character check done by the free form reading routines, but
does not make any checks of its own for invalid characters. This can lead to erroneous results in some cases
where a user mistypes a character when entering the array data to KENO. Checks were added to the array
reading routine to give warning messages if illegal characters are read. Corrections were alsomadeso YREAD
would store correctly a double precision array.

KENO-VI MRR99-024

The code was updated to fix a problem where the unit boundary shares surtaces with other geometry regions
and the unit is in an array. This problem could result in an infinite loop because the code fails to detect a
particle crossing the boundary.
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SAS2 MRR99-025

The following modifications were made: (1) The calculation of the light element concentrations in ORIGEN-S
was corrected when multiple fuel zones (MX=500) are used in the PATH B model. The code previously
assumed only one fuel zone was present, and did not sum the zone volumes when multiple zones were present,
resulting in erroneous light element concentrations in the ORIGEN-S depletion calculations. (2) The depletion
of light element nuclides with mixture numbers 50 through 59 is now permitted. (3) The use of 1$ data for
MXT (input level 3) when reading a second working library in NITAWL is now permitted.

HEATING MRR99-027
The code was updated, including Fortran 90 dynamic memory allocation, to improve portability on both
workstation and PC platforms.

UNIXLIB MRR99-028
Subroutine JISTIME was modified to return time to the precision supplied by the system.

SAS4 Sample Problems DRR99-001
Updated SAS4 sample problems 1, 3, and 5 to remove references to variables FR1, FR2, FR3, and FR4, which
became obsolete in SCALE 4.4.

XSDOSE Sample Problem DRR99-002

The XSDOSE section of the SCALE Manual documents the output of the sample problem and includes the
printing of the fluxes. The input was modified to turn on the new angular flux print option in XSDOSE (see
MRR99-009).

KENO V.a Sample Problems DRR99-003

Input data for sample problems 17 and 18 were changed. The number of neutrons started in sample problem
18 was changed to agree with the number per generation. Problem 17 was changed to specify the NBK
parameter because the default was not large enough.

238- and 44-Group ENDF/B-V Libraries DRRs 99-004 and 99-005

Changes were made because problems were discovered with 2*Np, 2°Cf, 2*Cf, 2Bk, *?Am, and **Pa. The
corrections for #°Cf, **Pa, and Bk were very minor and should have no important effects. However,
significant errors were identified for 2*Np, 2*Cf, and **Am. In addition, these three nuclides do not have
fission cross sections specified in the fast region in ENDF/B-V. This omission is obviously wrong, and because
it could lead to very non-conservative answers for kg, these three nuclides were removed from the library.

Major Enhancements in SCALE 4.4

Many enhancements and corrections were made to SCALE in the three years between the release of
SCALE-4.3 and 4.4. SCALE 4.4 is compatible with the year 2000 (see "SCALE 4.4 is Year 2000
Compliant"). User-specified surface detectors have been added to SAS4/MORSE to improve its computational
flexibility and efficiency (see "Improvements to SAS4 and MORSE"). The KENO-VI input requirements for
HOLEs have been simplified and made more consistent with KENO V.a (see "KENO-VI HOLE Input is
Simplified"). Additionally, some significant improvements to the speed and stability of KENO-VI have been
made (see "KENO-VI Stability and Speed Improvements”). A large number of changes have been made to the
SAS2H depletion module (see "SAS2H Corrections and Enhancements”).

Several enhancements have been made to the PC version of SCALE 4.4. A significant effort has been
made to minimize the programming differences between the PC and Unix workstation versions. Both versions
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will contain the same modules. The heat transfer modules HTAS1, HEATING, and the HEATING auxiliary
codes are now available in the PC version for the first time. The PC version can recognize MS-DOS, Windows
95, Windows 98, and Windows NT operating systems and run under any of these systems from a single user
command. CSAS can now be run directly from the CSASIN input processor.

ORIGEN-ARP, which was first released in the PC version of SCALE-4.3, has been enhanced and now
runs under the SCALE driver, so it can run easily on workstations as well as PCs. ORIGEN-ARP has been
improved significantly. ARP now interpolates on moderator density as well as burnup and enrichment for
BWR fuel types. Several auxiliary codes have been added that enable users to generate their own ORIGEN-
ARP cross-section libraries via SAS2ZH.

The default number of histories in KENO V.a and KENO-VI have been increased to 200,000 to
produce more statistically accurate results. Color plots are now the defaults in both these codes.

PICTURE has been upgraded to generate two-dimensional (2-D) color plots of MORSE/MARS and
QADS/QAD-CGGP geometry models like the color plots generated by KENO V.a and KENO-VIin SCALE-
4.3. A new utility, LEGEND, has been created that adds a color/material legend and title to the color plots
generated by KENO and PICTURE.

KMART is 2 new module to allow post-processing of a KENO V.a restart file, along with a working
format cross-section library, to generate activities and/or broad-group fluxes and to compute the fission
production activity if the components are available in the working cross-section library for the requested
nuclide.

The group banding procedure in XSDRNPM was modified to significantly improve convergence for
many large problems. Two examples of improvement include a fixed-source calculation withan 85% reduction
in run-time and a k4 calculation with a 50% reduction in run-time.

A correction was made to MIPLIB to allow the use of moderator in the gap region of a lattice cell
calculation. Prior to this correction, if the same mixture number was specified in the moderator and the gap
regions, the moderator density was incorrectly increased by a factor of two in the Dancoff factor calculation.
In CSAS or CSASS, this error results in a non-conservative calculated kg value that is approximately 0.5 to
1% low.

Other additions to SCALE 4.4 include the capability to perform a one-dimensional criticality search
in CSAS1X (see "Criticality Search in CSAS1X"); the new KENO biasing weights library for 16-, 27-, 44-,
218-, and 238-group problems (see "New KENO Weights Library and Modules to Generate Weights”); the
C5TOCS6 and KSTOKS6 conversion utilities for KENO-VI, and the QORDPN binary to ASCII conversion
utility for functional module FIDO input files (see "New SCALE Utility Programs"); and the new zirconium
hydride cross section data in the 238- and 44-group ENDF/B-V libraries (see "Zirconium Hydride Cross
Sections").

The SCALE manual is distributed in electronic format on CD with the software. The manual is
formatted in PDF files that can be read, searched, and printed using Adobe Acrobat Reader with Search.
Users who desire a hard copy of the manual may obtain one from RSICC for an additional charge to cover
reproduction COSts.

Many other minor changes included in SCALE 4.4 are listed under "SCALE 4.4 Minor Modifications."

SCALE 4.4 is Year 2000 Compliant

Current and earlier versions of SCALE should calculate results correctly beyond the year 2000.
However, when the year 2000 occurs, the output from some codes in these earlier versions will incorrectly
display the year as 1900 instead of 2000. All known instances of this problem have been corrected in SCALE
4.4.
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Improvements to SAS4 and MORSE

SAS4 and MORSE have been enhanced to allow users to specify multiple non-overlapping surface
detectors on each surface (previously defaulted to 4 locations). These surface detectors can be divided into
“sub-detectors” that enable the user to obtain detailed dose rate profiles. The flexibility in the use of these
surface detectors makes them suitable for the substitution of point detectors, which are much less
computationally efficient. Another enhancement to SAS4 was the addition of two options to pass data to
PICTURE for plotting. One option generates geometry data only for the purpose of running PICTURE to view
2-D slices of the geometry. The other option provides "PARM=CHECK" option that calls PICTURE from
within the SAS4 to plot geometry but not run MORSE. SAS4 prepares or reads MARS geometry input data,
reads PICTURE input, and calls PICTURE.

Improvements to MORSE include orderly termination of a problem when errors in tracking to detector
exceed a limit, an option to print/not print flux output after each batch, user capability to specify the number
of direct-access blocks allocated on scratch units, compatibility with the year 2000, and reduction of the
amount of error output in some cases.

KENO-VI HOLE Input Is Simplified

HOLE input in KENO-VI has been simplified. These changes are significant improvements requested
by many users. The HOLE boundary no longer needs to be specified in the unit containing the HOLE. The
HOLE boundary is automatically added by the program based on the unit specified in the HOLE record and
its ORIGIN and ROTATE data. HOLEs cannot intersect. An example of the original and the new methods
for adding HOLES to a unit is given below. The input data no longer required are highlighted in the old input.

* Kk ok kK ok k kK Old KENO_VI input ER S B R E R E R EE SR
unit 1

hexprism 10 1.0 10.0 -10.0

media 1 10

boundary 10

unit 2

cuboid 10 6p20.0

hexprism 20 1.0 10.0 -10.0 origin x=5.0 y=3.0 rotate a2=90
media 2 10 =20

hole 1 20 origin x=5.0 y=3.0 rotate a2=90
boundary 10

dok %ok ok ok kk New KENO_VI input EE S E S SR REREESES]
unit 1

hexprism 10 1.0 10.0 -10.0

media 1. 10

boundary 10

unit 2

cubeoid 10 6p20.0

media 2 10

hole 1l origin x=5.0 y=3.0 rotate a2=90
boundary 10

Note that in addition to the lack of a geometry record which defines the HOLE boundary, the HOLE record
no longer has a vector definition array. The new version of KENO-VI should be able to read most old input
files correctly, but they will take longer to run.
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KENO-VI Stability and Speed Improvements

Improvements have been made to KENO-VI since the last Web update to increase the stability and the
speed of KENO-VI. To improve the code’s stability, logic has been added to KENO-VI to check if a particle
is still in the boundary region of a unit when it is no longer in any region. If this occurs, an error message is
printed and the program terminates. This situation is often caused by an undefined volume in a unit and could
previously lead to the program entering an infinite loop.

To improve the execution speed of KENO-VI, the following modification has been made: When a
particle is in an array, the particle is tracked both in the unit where it is currently within the array and in the
unit containing the array. It needs to be tracked in the unit containing the array so it knows when it crosses out
of the array. Previously, the crossing distance to every surface in that unit was calculated. The code has been
changed to calculate only the crossing distance to the surfaces related to the array boundary. This change will
significantly reduce the running time of problems where particles spend most of the time in an array or where
the array is in a complex unit containing many additional regions unrelated to the array boundary. Running
times have been reduced by as much as 15% for arrays contained in complex units.

SAS2H Corrections and Enhancements

A large number of corrections and enhancements have been completed in SAS2H for the release of
SCALE 4.4. They are listed below.

® Two errors were corrected for cases where there were more than three zones prior to the mixture 500 zone
in the Path B model: (1) The atomic densities were not updated with depleted values in the cross-section
processing/spectrum calculations when fuel was input to more than one zone (including the cell-weighted
mixture 500 zone). (2) Nuclides that only appear in the moderator were depleted. An example of a model
that would be affected is a BWR Path B model with Gd-poisoned fuel pin, gap, clad, moderator, and
mixture 500. Usually these discrepancies cause only slight errors in the neutronics part of such BWR
cases, but could significantly impact the results for some unique fuel models.

® Input checks and error messages were improved.

e A programming error that caused problems with "MXREPEATS=0" cases to fail on PCs was corrected.
These cases are typically used to remove or insert burnable poison rods from one cycle to the next ina

depletion.

® A modification was made to correctly calculate the fuel bundle area printed in the shipping cask geometry
for the triangular-pitch lattice type of fuel.

® The FUELBNDL input parameter was changed from integer to floating point to allow fractions of fuel
assemblies.

® The temperatures of the zones (except the gap) in the Path A model may now be changed for each cycle,
similar to the BFRAC and H2OFRAC variables.

® The limit on the total number of libraries NCYC*NLIB/CYC) was increased t0 9,999. However, because -

the number of unique output file names in SCALE is currently limited to 10,000 and there are typically
11 output files per pass in SAS2H, the practical limit for users is approximately 900 total libraries.
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® A significant change was implemented to enable fixed sources (volumetric source or angular flux at a
boundary) to be used with INPUTLEVEL=3 cases. This change gives users the capability to model cases
such as the irradiation of target materials without explicitly including the irradiation facility in the SASZH
model. Previously the driver geometry and its specific power were required as input to govern the depletion
calculation. This fixed-source option is specified in the INPUTLEVEL=3 data as either a volumetric or
boundary source. SAS2H then determines the flux based on this fixed source and passes it to ORIGEN-S
for use in a flux-driven depletion calculation.

e SAS2H was modified to allow two zones in the Path A model to contain the same nuclide, one at a density
of 10 and the other at a density of greater than 10°°.

® The fixed dimension of 1000 for the Path B mixing table arrays was removed where possible and increased
otherwise. The size needed for these arrays can be as large as five times the Path A mixing table size
(currently a maximum of about 300 in the 44-group library) plus the number of nuclides outside the zone
of mixture 500. The dimension of the arrays that remain fixed was increased to 5000. The remaining
arrays were variably dimensioned to the maximum of 2000 or the sum of the Path B mixing table size plus
100 (to allow increases of at least 100 nuclides for INPUTLEVEL=3).

Criticality Search in CSAS1X

MIPLIB has been updated to add input options to MORE DATA that allow specifying an XSDRN
adjoint solution, a zone width search, a unit number for the balance table file, and suppressing the cross section
weighting. The addition of the zone width search option now gives CSAS1X the capability to perform
one-dimensional criticality searches on the size of a geometry zone in XSDRNPM.

New KENO Weights Library and Modules to Generate Weights

Because there was a need to be able to automatically generate a set of weights for use in KENO for
arbitrary group structure and material, a new control module GW AS and a new functional module GENWGTS
have been added. GWAS sets up an adjoint XSDRNPM case and generates weights automatically from the
fluxes. GENWGTS is called by GWAS toread the adjoint fluxes, automatically generate the KENO weighting
functions from them, and write an output file for use by program WGT. The biasing weights library for KENO
V.aand KENO-VI was updated using the new modules GWAS and GENWGTS. The library contains weights
for paraffin, water, concrete, and graphite in 16, 27, 44, 218, and 238 energy groups. The new library was
created because there were no biasing data for use with the new ENDF/B-V 44- and 238-group libraries that
were released in SCALE-4.3. The old library only contained data for 16, 27, and 123 groups. Note that the
123-group library was removed in SCALE-4.3. Results using this new weights library with the 16- and 27-
group cross-section libraries will be different but should agree within statistical uncertainty.

New SCALE Utility Programs

Several new utility programs have been developed for SCALE. A new utility LEGEND has been
created that adds a title and legend to the color GIF files generated by KENO V.a or KENO-VI. LEGEND
was released last summer with the updated version of KENO-VI (see the June 1996 issue of the Newsletter).
The versions of KENO V.a and PICTURE in the next release of SCALE will use LEGEND as well.

_ K5TOKS6 and C5TOC6 are new utilities that convert KENO V.a and CSAS input files to KENO-VI
and CSAS6 input files by translating the KENO V.a geometry input to KENO-VI format. Since the converted
input files are based on the KENO V.a geometry input, they are generally not the most effective in terms of the
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KENO-VI geometry features. They do provide the user with a working KENO-VI input file that can be
modified for improvements.

Another new utility is QORDPN. It converts a binary input file generated by a CSAS or SAS control
sequence for one of the functional modules that use FIDO input such as BONAMI, NITAWL-II, ICE, and
XSDRNPM, to an ASCII input file. The user can easily édit the ASCII input file to run a modified version
of a problem. This capability allows the user to specify input parameters that are not available in the standard
control sequences.

Zirconium Hydride Cross Sections

The ENDF/B-V cross-section libraries in SCALE 4.4 have been updated with thermal scattering data
for zirconium hydride. New standard compositions have been added to the Standard Composition Library to
allow access to these new cross sections. The new standard compositions are the following:

ZRH?2 - density 5.61 g/cc, 1 zirconium to 2 hydrogen atoms
ZR5HS - density 5.61 g/cc, S zirconium to 8 hydrogen atoms
H-ZRH2 - density 1.0 g/cc, the hydrogen in zirconium hydride
ZR-ZRH2 - density 1.0 g/cc, the zirconium in zirconium hydride

SCALE 4.4 Minor Modifications

In addition to the major enhancements noted above, SCALE 4.4 contains many minor modifications,
including corrections to errors in SCALE-4.3 and changes to improve portability to different computing
platforms. Note that some of these modifications may be duplicate listings of items mentioned in the previous
sections.

18-Group Gamma Library: (1) Processed through CORECTOL to mark it as NITAWL-II compatible.
Could not be processed by NITAWL-II prior to this correction. (2) Updated to replace the Henderson and
Claiborne-Trubey dose factors because the data overestimated the doses by about 25%. The replacement data
were taken from the 22n-18g group coupled library.

27-Group Burnup Library: Updated data on rhodium-103 so that Bondarenko factors are generated in
the unresolved resonance range. A test case based on 4.5 wt % UQ, burned to 54,585 MWD/MTU, cooled
for 5 years, was run. The calculated k. increased by 0.06% with the new Rh-103 cross sections.

44-Group ENDF/B-V Library: The 44-group neutron cross-section library was recollapsed from the
238-group library using the corrected version of MALOCS. The impact of the MALOCS corrections should
be negligible. See MALOCS corrections below for more information.

238-Group and 44-Group ENDF/B-V Libraries: (1) Corrected negative scattering and total cross
sections for minor actinides, fission products, and beryllium metal. Also corrected thermal Bondarenko factors
for potassium. Only significant impact should be on cases where potassium is important in the thermal range.
(2) Updated to remove resonance parameters from specially weighted stainless steel nuclides because they were
being doubly applied. Also, zirconium and hydrogen cross sections for zirconium hydride were added to both
libraries.

AJAX: Corrected a portability problem in subroutine ANN caused by the array D being typed real by default,
and then printing variables from it using an-integer format.
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ARP: Updated for optional interpolation on moderator density and made more general to handle user-created
basic cross-section libraries. ARP now runs under SCALE driver on PCs and workstations.

ARPLIB: This is a new utility program that creates binary ORIGEN libraries for ARP. It extracts libraries
at the desired burnups from large multi-burnup library files generated by SASZH.

AWL: Added AWL to SCALE to convert AMPX working format libraries between ASCII and binary
formats. It is required for the SCALE Criticality V&V package.

BONAMI: (1) Updated to improve error handling procedure and messages. (2) Corrected a problem that
caused cases to fail when zero number density input was used.

C5TOC6/KSTOKG6: The input file generated for CSAS6/KENO VI incorrectly labeled regions generated
to surround HOLEs if there were more than one region in a unit that contained HOLEs. Because of a change
in KENO-VI, these regions should no longer need to be generated. Subroutine PUNCH_GEOM was modified
to no longer generate these regions.

COUPLE: Updated for year 2000 compatibility, PC version compatibility, uppercase or lowercase input
files, and for printing the banner page only when COUPLE is first called.

COUPLE Sample Problem: Updatedto change the inner radii in the 3$$ array to zero for consistency with
the NITAWL-II input requirements.

CSAS/KENO V.a /KENO-VI/SAS2H Sample Problems: Updated to use the 44-group library.

CSAS and MODIFY: CSAS was updated to add additional required data to the direct access file written
for a search problem. MODIFY was updated to read this file. A check for valid parameter constraints and the
printing of an error message if they are invalid were also added.

H7MAP: For 1-D problems, if the number of nodes is large enough that the output exceeds one page in
length, only part of the output is displayed. The output from the first page is repeated, and the rest of the
output is never printed. Correcting this problem involved simply moving one statement from within a DO loop
to a point before the DO loop.

H7TECPLOT and HZMONITOR: Outdated comment lines in the BLOCK DATA subroutine that are
used to activate or deactivate computer-system-dependent blocks of code resulted in memory not being
allocated for variably-dimensioned arrays. An additional correction was made in H/TECPLOT, where the x
and y axes were reversed when a translation was done from spherical to Cartesian coordinates.

HEATING Sample Problems: The input file for the second HEATING sample problem was modified to
first compile and run a simple Fortran program to convert an ASCII node connector file to binary format for
use by HEATING. This modificationimproves installation portability on different Unix workstation platforms.

KENO V.a: (1) Updated subroutine RDPLOT to correct the format used to print the error message for
incomplete input data. (2) Corrected variable type in format statements for debug prints. This discrepancy
causes problems on some systems, including PCs when debug print is turned on (DBG=YES). (3) Changed
default plot type to color. (4) Updated to correct an error in the &, calculation that caused a doubling of k.5
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when using an ICE mixed AMPX format working library. This error was introduced in SCALE-4.3.
(5) Updated to allow printing the frequency distributions for 1-group problems. (6) Updated to maich
KENO-VI with respect to matrix calculations. The calculation of lifetime was corrected because it was not
based on a fair game. These changes can cause the lifetime to be substantially different. The error in the
lifetime calculation has probably been in KENO V.a since its initial release in SCALE-3.

KENO-VI: (1) Updated to correctly number error messages, replace the word PICTURE with the word
PLOT throughout the program, and print plot symbol data only for character plots. (2) Updated subroutine
TRACK to correctly sum fluxes. The fluxes didn’t sum properly for units that were crossed by an array
boundary. (3) Enhanced to allow HOLEs to be used without explicitly defining a geometry region where the
HOLE was to be inserted. The code automatically adds to the unit containing the HOLE the equations that
define the boundary of the unit contained within the HOLE, properly rotated and translated as specified on the
HOLE record. (4) Fixed problem writing restart file on Sun workstation. (5) Modified the subroutine
GEOMIN to correct an infinite loop problem. A pointer to the array that contained the unit boundary x, y, and
z position was improperly specified. The pointer LBOXGM has been respecified. (6) Corrected a problem
where a particle’s inability to cross an array boundary due to round-off problems caused an infinite loop.
(7) The code was updated to correct a problem that could cause cases containing arrays with complex
boundaries to incorrectly calculate k5 (8) Corrected a discrepancy that caused the code to go into an infinite
loop when boundaries consisted of a body with multiple sets of paired planes. (9) Corrected an error that
prevented a restart problem from producing a readable file if it stored data in the generation before the code
entered the infinite loop. (10) Corrected a problem involving nested arrays and hexprisms that sometimes
caused the code to go into an infinite loop if a collision occurred very near a boundary. (11) Corrected a
problem that occurred when a particle crossed a boundary and immediately had a collision that reversed its
direction without traveling any distance. The particle sometimes got lost and entered an infinite loop.
(12) Modified subroutine TRACK to correct a problem that occurred when an array shared a boundary with
a hole that contained the array. If the distance to cross out of the array is less than EPS, the particle now exits
the array instead of crossing from one unit to another within the array. (13) Corrected an error in placement
of starting points for start type 6. (14) Corrected an error in the flux calculation for regions containing holes
or arrays. (15) Corrected a roundoff problem with arrays offset a long distance from the origin. This problem
could sometimes cause an infinite loop. (16) Corrected a variable that was misnamed and, as a result, was used
without being initialized. (17) Set a lower limit for the calculated crossing tolerance to prevent the code from
entering an infinite loop. Also made minor changes to the particle-tracking output when parameter TRK=YES.
(18) Updated to allow starting points in a volume larger than the global unit. (19) Updated to terminate a
problem if a particle in subroutine TRACK gets lost. Also, updated to allow problems that contain array data
but do not reference the arrays in the GEOMETRY data block to run. (20) Updated to change the logic in
calculating the array boundary crossing distance (decreases running time for some problems) and to change
the default plot type to color. (21) Updated to correct a problem with non-cuboidal albedo boundaries and to
add additional space for matrix data. The standard deviations for average k-effective by generation skipped are
now accumulated in batches. Because of these changes, any matrix information and the table of average
k-effective by generation skipped in the sample problem output will be different. (22) Corrected tracking to
allow simultaneous crossing of multiple shared boundaries and to correctly sum fluxes after a collision. Also
corrected error related to calculating the x-offset of an array. Changed input logic for ORIGIN and ROTATE
data to sum values for an auxiliary keyword for a given geometry record rather than use the last value. This
last change was made for compatibility with CSTOCS. (23) Updated to allow a particle to cross from one hole
directly into an adjacent hole even if the crossing is outside the allowed tolerances. This prevents some cases
from entering an infinite loop. (24) Modified to detect intersecting HOLESs in the global unit. A problem will
now terminate if intersecting HOLEs are detected in the global unit. Intersecting HOLEs are illegal in
KENO-VI geometry but were not detected in the global unit. Intersecting HOLEs in units other than the global
unit are detected during tracking of particles through the intersecting regions.
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KENO-VI Sample Problems: Sample problem 22 has been altered in the KENO-VI input file. The
geometry data were changed to take advantage of the simplified method of adding HOLEs.

KMART: This new module was added to allow post processing of a KENO V.a restart file, along with a
working format cross-section library, to generate activities and/or broad group fluxes and compute the fission
production activity if the components are available in the working cross-section library for the requested
nuclide. A resonance self-shielded value is used for the fission cross section.

MALOCS: (1) Anerror was corrected in weighting a coupled master library using a neutron spectrum from
a neutron library combined with an explicitly specified gamma-ray spectrum. Also introduced several options
for truncating upscattering terms. Changes were made to properly weight the delayed and prompt values of
v. (2) A discrepancy was corrected that caused the storage of invalid data in the temperature array. In the
44-group library this caused the data for the third temperature to be overwritten and to be used for a
temperature that is effectively zero degrees Kelvin.

MARSLIB: (1) Updated to change the value of epsilon used to check for round-off errors in the geometry
and, thereby, reduce the number of such errors. This modification eliminated the errors previously experienced
with several of the SCALE Shielding V&V problems. (2) Variables IR in subroutine AZIP and IRET in
subroutine UNIS are now initialized to O before they are used as arguments to function IREAD. In AZIP and
in UNIS a ‘CALL EXIT’ was changed to a ‘STOP’. In subroutine ALBERT, the nH was removed from two
formats and replaced with quotes.

MIPLIB: (1) Updated to allow moderator mixture in a lattice cell to be used in the gap and to add the ability
to specify the inner radius to the resonance data. (2) Updated to allow a control program to suppress certain
output by setting flags. Added input options to MORE DATA to allow specifying an XSDRNPM adjoint
solution, a criticality search in XSDRNPM using the zone width search option, a unit number for the balance
table file, and suppressing the cross section weighting. (3) Corrected an error allowing the input of 2 number
density for a compound or alloy. This error was introduced in SCALE-4.3. (4) Updated to allow number
density input for an element that has multiple isotopes.

MIPLIB, SUBLIB, UNIXLIB, COMPOZ, MODIFY: Updated to use new direct access routines for
character data and replaced references to specific intrinsic FORTRAN functions with their generic names for
Fortran 90 compatibility. Also corrected an error in the Dancoff factor calculation that occurs for cylinders
ina MULTIREGION problem. This error results in an error in the calculated &, value of approximately 0.1%
for a cylinder the size of a typical fuel rod. Note that this error did not occur in the LATTICECELL geometry
option.

MORSE: (1) Updated the limit on number of tracking errors, the unit number for surface detector results,
and increased dimensions on surface detector arrays. (2) Updated to include changes to surface detectors for
SAS4 cases, to correct a problem in DIREC for NDSG=17 case, to allow orderly termination of a problem
when errors in tracking to detector exceed a limit, to add an option to print/not print flux output after each
batch, to input the number of direct-access blocks allocated on scratch units, to change the way date is output
(to handle the year 2000 and beyond) and to reduce the amount of error output in some cases.

MORSE Sample Problem 8: The 10** array was modified by adding a 22r0.0 at the end.

NITAWL: Corrected the potential cross section used for higher order resonances (L>0). The impact should
be negligible in most cases.
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ORIGEN-S: (1) Updated cross-section edit of binary libraries to add option to change cross-section values
to quantities derived from total flux (as in ORIGEN?) instead of thermal flux. (2) Corrected calculation of
printed average power. (3) Added error message if number of time steps is less than 4 for reactor startup case.
(4) Updated to correct the loop index for re-normalizing the R8 array. (5) Updated for year 2000 compatibility
and to correct calculation of He-3 and H-3 for long time steps and high flux. (6) Updated to allow saving
concentrations and then continuing with a subcase using a new library. (7) Updated to allow the flux input
value for the last time step to be zero.

ORIGEN-S Master Photon Library: The library was updated to correct the photon yield data for
Ra-222 and Th-226, and the photon yields for gammas accompanying («,n) and spontaneous fission reactions
were updated to reflect small changes that occurred during the last decay data update.

OSBICO/OSBIRE: Updated for compatibility with lastest version of ORIGEN-S.

PERFUME: Improved the selection of new moments when a moment is found to be invalid and converted
coding to a more standard Fortran 90.

PERFUME Sample Problem: The special cross-section data file required for the PERFUME sample
problem has been added to SCALE, and the sample problem input data have been updated to use it. This
problem has not been included in SCALE since SCALE was moved from the mainframe to the workstation
several years ago.

PICTURE: (1) The module was updated to add option of generating 2-D color GIF plot files of the geometry
model input for the SCALE shielding modules MORSE or QAD-CGGP. This capability already exists in the
SCALE criticality modules KENO V.a and KENO-VI. (2) The module was also updated to handle the call
by SAS4 when the "PARM=CHECK" option is used. (3) An option was added that allows users to specify
an X-Y, X-Z, or Y-Z plot and have the code automatically calculate the cosines used for the plot.

PRISM: This is a new utility program for ARP that can read a single SAS2H or other type of input file and
generate multiple copies by replacing generic symbols with specified values.

QADS/QAD-CGGP: (1) Updated to make the combinatorial geometry input data have the same format as
the combinatorial portion of the MARS geometry input which is used in other SCALE modules. Old input files
will no longer run. (2) Updated to add error checks for limits on number of compositions and elements and to
fix the code to handle upper- or lower-case input. (3) Added a test on the MIPLIB error flag that terminates
execution of the problem if an error occurred.

QADS and QAD-CGGP Sample Problems: Updated to change the geometry input format to agree with
the changes made to QADS and QAD-CGGP.

RADE: Corrected an error in subroutine MCHEK that caused RADE to fail on a Sun workstation.
A constant was passed as an argument to subroutine MCHEK to be used for dimensioning, but MCHEK later
used the same variable for other purposes. The argument was renamed and used in the dimension statement.

SAS1: Scratchunit N16 was not opened when SCALE driver returned to SAS1 after cross-section processing

and prior to XSDRNPM shielding calculation. This problem caused SAS1 to fail on the PC. The OPEN
statement was moved to the beginning of main program so it would always be opened.
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SAS2H: (1) Updated to fix a problem where the reload feature failed to reload correctly for the final cycle
type. (2) Modified subroutine SZNSEG so that it would not cause the ORIGEN library creation to fail by not
recognizing the cross-section library specified. The problem was anuninitialized variable ERSET. The change
was to initialize the variable as "FALSE" before calling subroutine GETLIB. A change was also made so that
the library name was passed to GETLIB instead of only the first 4 characters. (3) Updated to correct an error
in the mass of the clad when the clad was input as an isotope and the mass was not input as a light element in
Data Block 15. (4) A problem was corrected where the atomic densities were not updated with depleted values
inthe cross-section processing/spectrum calculations when fuel was input to more than one zone (including the
cell-weighted mixture 500 zone) and there were more than three zones prior to the mixture 500 zone. For
example, consider a BWR Path B model with Gd-poisoned fuel pin, gap, clad, moderator, and mixture 500,
where there are four zones prior to the mixture 500 zone. Usually this discrepancy causes only slight errors
in the neutronics part of such BWR cases, but could significantly impact the results for some unique fuel
models. (5) The module was updated for compatibility with the newest revisions to XSDRNPM. The routines
that wrote the XSDRNPM input files needed to be changed to account for the changes to XSDRNPM input.
Subroutine COPYNX had to be changed to add the 0$ array to the XSDRNPM input file, and to move setting
the logical unit number of the flux output file from the 2§ array to the 0$ array.

SAS3: (1) Variable IR in subroutine OAKTRE is now initialized to O before it is used as an argument to
function AREAD. Subroutine RINPUP was updated to initialize the variables JMK and IML in COMMON
JOMK because they are used when SAS3 calls MARSLIB routines and they were not being defined prior to
the calls to JOMIN. (2) Updated to be compatible with the new MORSE input options and to implement the
PARM=SIZE parameter which was not being passed to MORSE.

SAS4: (1) Subroutine MORINP was updated to add common JOMK and to initialize the variables IMK and
IML in common JOMK because they are used when SAS4 calls MARSLIB routines and they were not being
defined prior to the calls to JOMIN. (2) The code was modified to translate the user input to lowercase. This
change was necessary to make SAS4 capable of handling input files in either upper or lowercase, as the other
SCALE neutronic codes already do. (3) The code was updated to correct the dimensions on two arrays. Also
changed a test comparing 2 floating point variable names equivalenced to integer variables to use function
ISET. (This test has previously caused floating point underflows on some platforms.) (4) Added a
"PARM=CHECK" option that calls PICTURE from within the SAS4 to plot geometry but not run MORSE.
SAS4 prepares or reads MARS geometry input data, reads PICTURE input, and calls PICTURE. Several
other changes were made to error messages and formats. (5) The convergence criteria was updated because
the criteria in XSDRNPM were changed. (6) The input variable NDAB was added to allow the user to specify
the number of direct access blocks allocated.

SAS4 Sample Problems: (1) A ninth sample problem was added to illustrate the new enhanced surface
detector option. (2) SAS4 sample problems 1, 3, and 5 were updated to remove references to variables FR1,
FR2, FR3, and FR4, which became obsolete in SCALE 4.4.

SCALE Driver: (1) Updated to allow processing the rest of the input data after invalid input data are
detected. (2) The driver has been updated to obtain and act on error codes from the modules. The driver now
prints error codes and stops further sequence execution.

Standard Composition Library: (1) The default density of B4C was corrected from 2.54 to 2.52 g/cc.

This error was introduced in SCALE-4.3. For an LWR fuel problem with B,C pins between fuel assemblies,
the calculated k4 value increased less than 0.2%. (2) Updated to reference the nuclides used for zirconium
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hydride which have been added to ENDF/B-V libraries and to add four new standard composition names
related to zirconium hydride. (3) The densities for SS304 nuclides were made identical to the standard versions
of the same nuclides. (4) Updated the standard composition ZIRC2 for consistency with current technical
standard and updated densities for SS304 and SS316. (5) Mass of copper was corrected (it was in atomic mass
units instead of C-12 mass units). Density of C-GRAPHITE was changed from 1.0 to 2.3 g/cc. The following
compositions were added: GRAPHITE, KEROSENE, KERO(H20), NORPAR13, NORPAR(H20),
POLYVINYLCL, PVC, PVC(H20), TBP, TBP(HZO).

SUBLIB/UNIXLIB: (1) Updated to remove year 2000 problems. These changes basically changed the year
format for the QA verification table to 4 digits. Additionally, the date format was changed to use a 3-character
month abbreviation so that the date would be unambiguous. A new line was added to the QA verification table
printout to identify the machine on which the program was run. (2) Updated to remove an artificial limit of
8-character-length filenames for non-standard files in subroutine OPNFIL. (3) Modified subroutines LISTQA
and VERGET for consistency of the length of the string containing the executable name, the creation date, and
the directory path to the executable. The directory path was increased to 256 characters. (4) Updated
subroutine FINDQA to place underscores in place of the blanks in the date to simplify the automatic updating
of the QA verification table. (5) Replaced the CHARACTER*8 type of variable CAT with a variable length
CHARACTER type in subroutine NOTE. This corrected a problem in WAX on the Sun workstation.
(6) Added comments to subroutine OPENDA indicating how to replace the Fortran 90 specific INQUIRE
statement with a Fortran 77 compatible statement. (7) Replaced all STOP statements with calls to EXIT with
the appropriate error return code for proper detection by the driver. (8) Modified subroutine DREAD to
correctly process data following the second digit of an exponent when called by the array reading subroutine
YREAD. Previously, exponents of 10 or greater sometimes caused errors in the reading of FIDO-type input
arrays. This discrepancy was discovered in an ORIGEN-S case. (9) Changes to update XSDRNPM required
a double precision ERF function. The necessary routines were added to compute the double precision ERF
when it is not part of the intrinsic library.

XSDOSE: Anoption was added to turn off angular flux print and no angular flux print was made the default.

XSDOSE Sample Problem: The input was modified to turn on the new angular flux print option in
XSDOSE.

XSDRNPM: (1) The special activity file and balance table file were not written correctly, and the correct
file structure is not what was documented. Subroutine SETUP was changed such that it would not read or
write dummy records after the files were opened. These read/writes were the only way to open the files before
Fortran 77, but when the code was converted to Fortran 77 and OPEN statements were added to explicitly
open the files, the extra statements were not removed. (2) Updated to correct the accumulation of zone fluxes
when inner-cell weighting is selected. (3) Updated to correct the value of productions/absorptions when a direct
buckling search is done. (4) The code was also modified to collapse prompt v and delayed v using the same
procedure as used to collapse the total v. (5) Corrected calculation of broad group balance tables to be
consistent with fine group tables. Broad group cross sections were not in balance when upscatters were
collapsed. (6) Updated to print clearer messages when allocated memory is insufficient. Also, in these cases
if an output file could not be written, any previously existing file was deleted to prevent subsequent calculations
from reading it. (7) The Fortran source for XSDRNPM was converted to Fortran 90 free format. (8) The
input/output units were all moved to the 0$ array. The energy of the average lethargy causing fission was
added to the balance tables. (9) The output files from the balance tables and the activities were moditied and
converted to ASCII files. A new file was created which contains the input and derived data from a problem.
The flux file was changed to double precision. (10) The code was modified to not run with fluxes out of core
unless explicitly requested in the input. (11) The coarse mesh generation algorithm used in rebalancing the
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inner iterations was modified to correct a problem that prevented convergence of a very small class of
problems.

XSECLIST: This is a new utility program for ARP which prints lists of absorption and fission cross sections
vs burnup for nuclides from ORIGEN-S multi-burnup binary libraries.

Portability

Version4.4a of the SCALE system has been developed to ensure portability among various computing
platforms. The system is maintained and enhanced at ORNL under quality assurance and configuration
management plans. The system has been routinely tested on IBM and DEC workstations. In addition, a
version for personal computers (PCs) is included in the package. The PC version runs on Windows 95, 98,
and NT4.0 and platforms. The system also has been installed and tested by ORNL on SUN and HP
workstations. Information needed to install and run SCALE on each of these systems is included in README
files with the software package distributed by the code center.

Related developments

The definition of "easy-to-use” has changed considerably since the late 1970s. As funding has allowed,
the ORNL development staff has sought to develop user interfaces that provide a distinct aid to novice or
occasional users of the system.

The ORIGNARP input processor is a MS-DOS PC program designed to assist a user in creating an
ORIGENS-S input file. It is coupled with the ARP code, which interpolates on standard LWR ORIGEN-S
binary libraries, in the ORIGEN-ARP system (Section D1).

CSPAN (Criticality Safety Input Processor for Analysis) is the Windows GUI replacement for the
CSASIN input processor for the CSAS criticality sequences in SCALE. CSASIN was an MS-DOS program
developed in 1990-91 to assist new and occasional SCALE users. Because CSASIN is incompatible with
Pentium II and later PCs, a new easier to use and more powerful Windows program has been developed.
CSPAN can be used to read and modify an existing SCALE input file or to create a new input file. CSPAN
can call SCALE to execute CSAS using the input file it creates. The SCALE Standard Composition library
and the selected SCALE cross-section library are read by CSPAN and the user is only allowed access to those
compositions available on the selected cross-section library. The program handles the entry of basic standard
compositions, solutions, and arbitrary materials, unit cell data, optional parameter data, and KENO V.a input
data. CSPAN can call SCALE to execute any CSAS case. CSPAN runs under Windows 95, 98, or NT.
Checks for errors are included throughout the program to verify that the input is valid. The initial version
distributed with SCALE 4.4a is considered a beta test version. Help files have not been developed yet, but will
be made available soon.

The initial version of a Windows-based GUI for HEATING named Visual Heating is also included
in the SCALE 4 .4a release. Visual Heating assists the user in preparing a HEATING input file and includes
a 3-D graphics display of HEATING geometry models using OpenGL. Visual HEATING can execute the
HEATING case in SCALE and display the output file in a text editor. It includes an HTML Help system
similar to many commercial Windows programs. The help system is accessible both from the main menu bar
and by pressing the F1 key. Most of the information in the HEATING User’s Manual (Sect. F10 of the
SCALE Manual) is included in the help system along with explanations of Visual HEATING input screens.
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Availability

The SCALE code system and the other software designated under "Related Developments” have been
packaged by the Radiation Safety Information Computational Center (RSICC). The SCALE system and the
related software may be obtained by contacting

Radiation Safety Information Computational Center
Oak Ridge National Laboratory

P.O. Box 2008

Oak Ridge, TN 37831-6362

Telephone: (865) 574-6176

FAX: (865)574-6182

E-mail: rsic@ornl.gov

Internet: http://www-rsicc.ornl.gov
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Table 1 Analysis capabilities summary of the SCALE control modules

Functional
Control modules Section
module Analysis function(s) executed reference
CSAS 1-D deterministic calculation of neutron multiplication BONAMI C4
3-D Monte Carlo calculation of neutron multiplication NITAWL-II
Problem-dependent cross-section processing XSDRNPM
Multiplication search or spacing KENO V.a
ICE
CSAS6 3-D Monte Carlo calculation of neutron multiplication BONAMI C6
NITAWL-II
XSDRNPM
KENO-VI
ORIGEN-ARP Point depletion/decay of nuclear fuel and ARP D1
radioactive material ORIGEN-S
SAS1 1-D deterministic calculation of radiation transport BONAMI S1
through shield and dose evaluation at a point NITAWL-II
Calculation of dose at detector based on leakage from XSDRNPM
critical volume XSDOSE
SAS2 Point depletion/decay of nuclear fuel BONAMI S2
1-D radial shielding analysis in cylindrical geometry NITAWL-II
XSDRNPM
COUPLE
ORIGEN-S
XSDOSE
SAS3 Dose evaluation using MORSE Monte Carlo code BONAMI S3
NITAWL-II
XSDRNPM
MORSE-SGC
SAS4 Calculation of dose outside of transportation package BONAMI S4
using MORSE code and automated biasing techniques NITAWL-II
XSDRNPM
MORSE-SGC
QADS 3-D point-kernel gamma-ray shielding analysis QAD-CGGP S5
HTAS1 R-Z steady-state and transient analyses of a OCULAR H1
transportation package HEATING
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Table 2 Analysis capabilities summary of the SCALE functional modules

: Section
Module Function reference
BONAMI Resonance self-shielding of cross sections with Bondarenko factors F1
NITAWL-II Resonance self-shielding of cross sections with resolved resonance data F2
XSDRNPM General 1-D, discrete-ordinates code for: F3
e zone-weighting of cross sections
» eigenvalue calculations for neutron multiplication
» fixed-source calculation for shielding analysis
¢ adjoint calculation for determining importance functions
XSDOSE Module for calculation of dose at a point based on the 1-D leakage flux F4
from a finite shield
COUPLE Interface module for preparation of cross-section and spectral data for F6
ORIGEN-S
ORIGEN-S General-purpose point-depletion and decay code to calculate isotopic, F7
decay heat, radiation source terms, and curie levels
ICE Cross-section utility module for mixing cross sections F8
MORSE-SGC | Monte Carlo code with combinatorial and array geometry features used F9
to perform radiation shielding analysis
HEATING?7.2 | Finite-volume, multidimensional code for conduction and radiation heat F10
transfer :
KENO V.a Monte Carlo code for calculation of neutron multiplication factors Fl11
OCULAR Calculation of radiation exchange factors F16
KENO-VI Monte Carlo code for calculation of neutron multiplication factors F17

for complex geometries
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ABSTRACT

MORSE-SGC was originally developed to provide a version of the popular MORSE-CG code with
supergroup cross-section storage. When updated for inclusion within the SCALE system, a new, improved
geometry system (MARS, Multiple ARray System) for nested rectangular array analysis was incorporated.
MORSE-SGC is written to solve a wide variety of shielding and criticality problems without user-required
subroutines.
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F9.1 INTRODUCTION

MORSE-SGC is a member of the MORSE! family of Monte Carlo programs developed at Oak Ridge
National Laboratory (ORNL). SGC,? which was originally developed prior to the existence of SCALE, was
incorporated into the SCALE system to run in the SAS3 Control Module (see Sect. S3), but is capable of
running "stand alone" for either shielding or criticality problems.

F9.1.1 MORSE-SGC FEATURES

1. Cross-section storage is supergrouped. MORSE-SGC does not store all cross sections in memory at any
given time. Cross sections are stored in available computer memory and are transferred to and from mass
disk storage as needed. This feature allows MORSE-SGC to run fine-group calculations with many
different media and high-order Legendre expansions for the scattering cross sections with a minimum
amount of computer memory requirements.

2. Particle tracking is supergrouped (see Sect. F9.2.1). Individual particles are tracked through one
supergroup at a time. If a particle survives the supergroup and enters the next supergroup; the particle is
banked for later processing and retrieval.

3. The Multiple ARray System (MARS) geometry package (see Sect. M9) in MORSE-SGC allows
complicated rectangular arrays to be modeled with a minimum of computer memory requirements and a
minimum of user input. This feature greatly enhances the lattice modeling capabilities of the code. (See
Sample Problem, Sect. F9.C.)

4. Combinatorial geometry is integrated into the MARS geometry system, thereby giving the user a great deal
of flexibility in modeling irregular geometric shapes. It simplifies user input descriptions by using
combinatorial logic to describe material and shapes. (See Sect. F9.2.2.)

5. MORSE-SGC allows immediate calculational capability without user-supplied subroutines. User
flexibility is enhanced by a general volurnetric source sampling subroutine, a generalized array flux editing
capability, a point detector flux option, and several problem-independent biasing schemes.

MORSE-SGC is unique from other versions of MORSE since it has supergrouped cross-section
storage and tracking features. The original MORSE-CG package (which ORNL no longer maintains) does
not have the free-form combinatorial input, the MARS array capability, or the supergroup storage and tracking
features. It does have routines for coupling to discrete-ordinates DOT? calculations via the DOMINO* code,
and it has a new Klein-Nishina Gamma Estimator option which was also added to MORSE-SGC in 1988.
MORSE-CG has the BREESE® peripheral routines for using special albedo boundaries defined from library
data. In some respects, the coding in the original MORSE-CG is easier to modify for special problems than
MORSE-SGC. This is due largely to the complexity of array tracking with MARS. MORSE-CGAS® is the
latest in the MORSE-CG family of codes, having been first distributed in 1985. CGA does contain the MARS
array capability and free-form input. All three versions of MORSE have been benchmarked. MORSE-SGC
was used to study the reactivity effects from reactor core disruptive accidents related to Three Mile Island
(TMI). This study involved extensive benchmarking of the MARS lattice system, comparison with TMI plant
data and KENO-IV (see Sect. F5).
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The basic theory behind all of the MORSE codes is identical and has been documented in Ref. 1. The

main portion of this theory is repeated in this document as Sect. F9.D. Ref. 1 also contained instructions for
the user on combining multiple runs in order to get lower fractional standard deviations; this discussion is
included in this document in Sect. F9.F.
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F9.2 MORSE-SGC TRACKING AND MODELING CAPABILITIES

F9.2.1 MORSE-SGC SUPERGROUP TRACKING

After reading most of the problem input, MORSE determines the minimum number of supergroups
required for a problem and the maximum number of energy groups possible in each supergroup based on
available computer memory. Then the cross sections are either mixed or read in from a previously mixed ICE
Monte Carlo tape (see Sect. F8). Each block of cross-section data is placed on a direct-access file for efficient
retrieval. .

Source particles are initially sorted in supergroup order. A source particle is retrieved from the particle
bank, and tracking is initiated. The particle is tracked until it is either killed, escapes, or enters another
supergroup. If the particle enters another supergroup, then the particle tracking information is banked for
future retrieval. When tracking through a complex array model, the particle coordinate banked is always the
global-level zero coordinate. This arrangement eliminates the necessity of banking the particle’s nesting table
with the particle. The nesting table is regenerated when the particle is retrieved from the bank. All particles
in a given supergroup are tracked before particles in the next supergroup are processed.

The supergrouping of cross-section storage and tracking allows fine-group cross-section libraries, high-
order Legendre scattering expansions, and many different material mixtures to be run on moderate-to-small
computer systems. This arrangement is accomplished with a minimum of input-output requirements.

The segmentation of MORSE complements the supergrouping capability by requiring a smaller amount
of computer memory for the program itself. For many problems only a few supergroups are required, since
most of the computer memory is available for data storage.

F9.2.2 COMBINATORIAL MARS GEOMETRY MODELING

The geometry system in MORSE-SGC is an enhanced version of the combinatorial geometry system
used in earlier versions of MORSE. Combinatorial geometry is an integral part of the new MARS geometry
system. MARS is now called by MORSE-SGC, instead of combinatorial geometry. MARS determines
whether a particle is located inside of an array, and if so, the lattice universe type. MARS then calls
combinatorial geometry to handle zone tracking. Combinatorial geometry is a technique of describing material
zones as the union or the intersection of simple geometric bodies. A body in combinatorial geometry is an
enclosed volume composed of several surfaces. The body descriptions determine the equations for each of the
individual geometric surfaces composing the combinatorial body. This combinatorial approach to modeling
makes generating complicated models containing irregular geometric shapes easier.

The modeling capability in MORSE-SGC is further enhanced by the lattice modeling ability provided
by MARS. This feature enables the user to model rectangular cells of arbitrary content called universes. The
user may combine universes to describe arrays, and he may construct other arrays containing smaller arrays.
In MARS the user may nest arrays without limit. Furthermore, arrays may contain arbitrary vacancies either
external or internal to the array. Arrays may be arbitrarily repeated in space by both rotation and translation.
Array repetition and universe repetition do not require additional computer memory. MARS is described in
detail in Sect. M9 of the SCALE document.

Model verification of a MARS geometry is available with PICTURE, which provides a printed view
of arbitrary two-dimensional (2-D) slices through the geometry (see Sect. M13).
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F9.3 BIASING TECHNIQUES IN MORSE-SGC

A Monte Carlo calculation consists of a statistical solution to a radiation transport problem. As such,
the calculated radiation effect has a standard deviation associated with it. The purpose of biasing a Monte
Carlo calculation is to reduce this standard deviation. For many practical problems, meaningful results (i.e.,
those with a standard deviation that is less than 20% of the calculated radiation effect) can only be obtained
by proper biasing.

Briefly, biasing consists of altering the natural distributions from which particle parameters (position,
energy, direction, and time) are randomly selected in a Monte Carlo calculation. The goal is to spend more
computation time tracking those particles that are more likely to penetrate the shield. To account for this bias,
weight corrections, called "statistical weights," are applied to the calculated radiation effects.

MORSE-SGC has several biasing options available to the user: splitting and Russian roulette, the
exponential transform, source energy and direction biasing, and energy biasing at collision sites. To use these
options, the user must furnish appropriate biasing parameters. Default values are not provided.

Since it is anticipated that MORSE-SGC will be used primarily on shielding problems,” the discussion
in this section will emphasize shielding applications. Biasing parameters for shielding problems tend to be
highly problem dependent. Therefore, only general guidelines for the specification of these parameters are
possible.

F9.3.1 SPLITTING AND RUSSIAN ROULETTE

Probably the most widely used biasing technique for deep-penetration problems is that of splitting
accompanied by Russian roulette. To illustrate its use, consider the calculation of radiation leakage from a
spent fuel shipping cask. Source particles, are incident on the inner surface of the shield. At a specified
distance into the shield, a particle is split into two identical particles, each with half the statistical weight of the
original particle. Clearly, weight is preserved, but twice as many particles are processed beyond the specified
distance. The standard deviation of the calculated leakage should improve since the number of particles that
reach the cask surface will roughly double. _

If it is desirable to split particles when they penetrate deeper into a shield, or, in general, when they
enter a more important region of the problem, then it is usually appropriate to decrease the number of particles
when they enter a less desirable region. This reduction is achieved by Russian roulette. In the previous
example, if a particle returns to the inner portion of the cask, Russian roulette may be played by allowing the
particle to survive with probability 0.5. If the particle survives, its weight is increased by a factor of 2.
To preserve the weight, the weight is set to zero if the particle fails to survive Russian roulette (i.e., the particle
history is terminated). Again, weight is conserved, but about half as many particles will be processed in this

.less important region.

In MORSE-SGC, the user specifies the importance regions on the Region Card (A.5) of the MARS
input. For each importance region, three energy-dependent weight standards are required to control splitting
and Russian roulette: WTHI, WTLO, and WTAV. These parameters are input in the 8* array. Particles with
statistical weights above WTHI will be split. Russian roulette will be played when a particle’s weight (WATE)
is below WTLO. If a particle survives Russian roulette with probability WATE/WTAYV, it will be given a
weight equal to WTAV.

“KENO, which usually requires less setup and computer time than MORSE-SGC, is recommended for
criticality calculations.
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The amount of information required to implement splitting and Russian roulette should not discourage
the user from using these techniques. Even crude values for these parameters will save computation time if
the following guidelines are used:

1. For the importance region that contains the source, the value of WTAYV should be consistent with the
source biasing that is being used (see Sect. F9.3.3); if no source biasing is used, WTAYV should be set to
1.0 for all energy groups in the importance region that contains the source.

2. WTAV should be decreased by about a factor of 2 for each mean-free path as one moves from source to
detector.

3. For all regions and energy groups, WTLO should be about equal to WTAV/5 and WTHI should be about
equal to S¥*WTAV.

These guidelines are based in part on experience at ORNL and LANL and, in part, on considerations of the
behavior of the adjoint flux. They are demonstrated in Sect. F9.C.1 by application to a spent fuel shipping cask
problem.

F9.3.2 THE EXPONENTIAL TRANSFORM

The exponential transform is frequently called "path-length stretching.” The idea is to artificially reduce
the number of mean-free paths between source and detector. To preserve the weight, particles with longer
travel distances are assigned appropriately smaller statistical weights. In this manner more particles will
penetrate the shield and therefore, with the increased number of contributions, the standard deviation of the
calculated radiation effect should be reduced.

As implemented in MORSE-SGC, the number of mean-free paths will be modified by the following
factor:

1.0/(1.0-PATH(IG,NREG)*DIREC).

The appropriate weight correction is calculated and applied to the particle’s contribution by the code; however,
the user must supply the biasing parameters DIREC and PATH. DIREC is usually the cosine of the angle
between the flight direction and the preferred direction of travel; thus it is restricted to the range -1 to 1. Note
that particles with DIREC < 0 are moving away from the important direction; thus, the number of mean-free
paths is decreased rather than increased. PATH is a measure of the degree to which the path is stretched and
varies from O (no stretching) to 1 (infinite stretching).

In the older versions of MORSE, the user had to supply a subprogram DIREC. DIREC was to
compute the angle between the particle trajectory and the preferred direction of travel. It returned the cosine
of this angle. The current version of MORSE-SGC gives the user many options for biasing the path length
without requiring a user-supplied subprogram. The options are discussed in Sect. F9.A.2 (see parameter
NDSG of the 3§ array).

Some caution must be used in arbitrarily assigning values to PATH. If these values are too large, one
can "overbias" the problem. What this means is that one can obtain a low standard deviation for a very poor
estimate of the detector response. What happens is that one continually obtains good estimates of the first few
terms in the Neumann series solution to the problem, but, due to the "overstretching," the particles are not in
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the system long enough to provide estimates of the higher order (and perhaps most important) terms of the
series. The net result is a consistent underestimate of the radiation effect.

Although much has been written about overbiasing, little has been said about "underbiasing.”
Underbiasing is a problem that frequently occurs when a next-event estimator, such as RELCOL or RELCOA
(see Table F9.A.1), is used. This problem occurs because the next-event estimator will often produce
consistent (i.e., low standard deviation) underestimates of the radiation effect if few particles have collisions
in the vicinity of the detector. One of the reasons the next-event estimator is so popular is that it "always gives
an answer" because it estimates from every collision site. However, this answer may be meaningless if
undersampling of the important regions of the problem has occurred. Therefore, if the user decides to use
RELCOL or RELCOA (i.e., sets IFLAG(9) of the 5$ array to +1 or —1) he should make sure that adequate
sampling results. Proper sampling can be done by noting the number of escapes in the general vicinity of the
point detector. For example, if a detector is located above a shipping cask and the upper axial leakage consists
of fewer than 100 particles, the detector response should be reviewed with skepticism regardless of how low
the standard deviation is or how many contributions were made to the detector. A low standard deviation
associated with low leakage in the vicinity of the detector means the user should probably increase PATH
and/or lower the weight standards. (Note: If a detector response is desired at points other than a void, the
versions of RELCOL and RELCQA that are in MORSE-SGC should not be used.)

Unlike the use of splitting and Russian roulette that are "easy to use and difficult to abuse," the
improper use of path-length stretching can lead to very "accurate” calculations of the wrong answer. Since
overbiasing is more difficult to detect than underbiasing, the user is advised to use low values of PATH and
the previously mentioned checks for adequate sampling. Based on the above observations, personal experience,
and work done by J. Spanier,' ORNL, and LANL,? the following guidelines are offered to the wary users:

1. For regions within one mean-free path of the detector, set PATH to zero for all energy groups.

2. For more distant regions, set PATH to 0.5 for the higher energy neutron groups (E > 1 MeV), and to 0.0
for the lower energy neutron groups.

3. For gamma-ray energy groups, somewhat larger values, around 0.7, for regions more than a mean-free
path from the detector can be safely used.

4. Always accompany path-length stretching with the weight standards previously described.

F9.3.3 SOURCE BIASING

Source energy biasing is available in MORSE-SGC. Source energy biasing is implemented when
IEBIAS of the 48 array is set to 1, and it requires input of the 18* array.

In source energy biasing, the user inputs the relative importance of each source energy group in the
18* array, BFS(IG) (see Sect. F9.A.4). MORSE-SGC multiplies these values by the natural source
distribution, FS(IG) of the 17* array, normalizes the product by dividing by the sum over all energy groups,
and uses the normalized distribution as the source distribution. Again, the weight corrections are calculated
and applied to the histories by the code. BFS(IG) must be furnished by the user.

High-energy-source particles tend to be more penetrating than low-energy particles and, therefore, a
bias to the high-energy source particles is usually appropriate in shielding calculations. However, if fissile
material is present in or near the source region or secondary gamma-ray responses are being calculated, low-
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energy neutrons may be more important than high-energy neutrons. For example, for the sample problem
described in F9.C.2, a neutron in the source region with energy less than 1 eV contributes more to the detector
response than a neutron at the same position with an energy of 3 MeV. The reason, of course, is not that the
1-eV neutron has a greater chance of penetrating the shield, but rather that it can produce neutrons through
fission that do have a higher leakage probability than does a 3-MeV neutron. The point is that simply knowing
the number of mean-free paths from source to detector for each energy group is not sufficient information to
determine values of BFS.

An approach to source energy biasing that will improve results for most problems is to obtain a one-
dimensional (1-D) model that consists of the materials and thicknesses encountered as one moves directly from
source to detector. The 1-D model is then represented in another SCALE code, XSDRNPM and an adjoint
calculation is performed. The adjoint fluxes output by XSDRNPM (labelled "TOTAL FLUX" in the summary
tables) for the zone that contains the source are excellent values to use for BFS. This approach is not valid
if voids that provide streaming paths are present in the shield. In this case, source energy biasing is best
avoided and weight standards as described in Sect. F9.3.1 used.

If source energy biasing is used, it is essential to adjust the weight standards accordingly. If this is not
done, the source biasing will be ineffective. MORSE-SGC will simply play Russian roulette and split the
source particles until their weights lie within the weight window. The adjustment of the weight standards to
yield values that are consistent with source biasing is illustrated in Sect. F9.C.2 for source energy biasing.

F9.3.4 ENERGY BIASING AT COLLISION SITES

This type of biasing is very similar to source energy biasing. It is activated by setting IEBIAS of the
1$ array to one and furnishing the 9* array (i.e., EPROB) for all energy groups and all regions.

The energy of a particle emerging from a collision is normally selected by sampling from the
downscatter probabilities for the incident energy group. (These downscatter probabilities are printed out by
MORSE-SGC before tracking under the title "CROSS SECTIONS FOR MEDIA NUMBER N.") When
energy biasing is used, the probability of selecting a given energy group is proportional to the product of
EPROB as furnished by the user and the normal downscatter probability. Similar to source energy biasing,
the adjoint fluxes obtained from an XSDRNPM calculation are excellent values to use for EPROB.

F9.3.5 REFERENCES

1. J. Spanier, A New Multi-Stage Procedure for Systematic Variance Reduction in Monte Carlo, CONF-
710302,1971.

2. W. L. Thompson, O. L. Deutsch, and T. E. Booth, Deep-Penetration Calculations, ORNL/RSIC-44,
Union Carbide Corp., Nucl. Div., Oak Ridge Natl. Lab., 1980.
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F9.4 SOURCE SAMPLING AND ANALYSIS TECHNIQUES

In running a Monte Carlo calculation, many factors must be taken into consideration to describe a
problem. The source sampling technique, the biasing games played, and the analysis methods applied are
several important considerations in using any general Monte Carlo transport code. This section describes the
source sampling technique available in MORSE-SGC and several of the analysis methods operational in
MORSE-SGC.

F9.4.1 VOLUMETRIC SOURCE SAMPLING

In MORSE-SGC the user inputs a source volume space defined with bounds XMIN, XMAX, YMIN,
YMAX, ZMIN, and ZMAX. The source subroutine in MORSE uniformly samples locations within this
defined volume. If the user specified a source media, the code only accepts points found in the source media.
If a source media is not given, then all points sampled in the defined source volume are assumed to be valid
source points. For shielding calculations this process occurs at the beginning of every batch. For criticality
calculations this process only occurs at the beginning of the first batch. Subsequent batch source particles are
generated by fission collision sites from the previous batch.

The user is given the option of having the source particles started with a uniform isotropic angular
distribution or having the initial source direction sampled from the biased distribution described in Sect. F9.3.3.

Point source problems may be run by setting XMAX equal to XMIN, YMAX equal to YMIN, and
ZMAX equal to ZMIN. Likewise, planar source problems may be run in a similar manner, although
hemispherical angular sampling is not available in the current source routine. Also nonuniform sampling
distributions are not available in the current version of MORSE-SGC.

F9.4.2 POINT DETECTOR ESTIMATES

MORSE-SGC allows the user two methods of computing the reaction rate at a point detector. Either
a single or multiple estimate may be made to each point detector from each collision site. These estimates are
made by subroutine RELCOL or RELCOA. For some problems, making muitiple estimates from each possible
downscatter group at a collision site to the point detector will improve the standard deviation of a response.
The user decides which method to use by setting IFLAG(9) in the MORSE input. Subroutine RELCOA makes
multiple estimates from a collision site. It is called when IFLAG(9) is set to ~1. Subroutine RELCOL makes
a single estimate to each point detector from each collision site when IFLAG(9) is set to +1. When IFLAG(9)
is set to zero, then no point detector estimates are made from collision sites.

On some problems it is possible to compute negative fluxes with the collided point detector estimators.
When this occurs, the problem has yielded erroneous results. Negative estimates result from negative scattering
probabilities. When the point detector results are negative, the user should modify his problem and/or his
biasing schemes (see Sect. F9.3.2 also).

When making point detector estimates, subroutine SDATA makes uncollided flux estimates from
source locations and subroutine SGAM makes uncollided flux estimates for secondary-gamma births. The total
flux response printed out by MORSE is the sum of the collided flux response and the uncollided flux response.
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F9.4.3 THE KLEIN-NISHINA OPTION IN MORSE

The MORSE-SGC code has been modified to allow for reading, storing, and processing gamma-ray
pair production and Compton scattering cross sections. This modification is necessary in order to use the
Klein-Nishina formula for making estimates in RELCOA.

The MORSE-SGC routines that required modification were XSEC3, XSEC4, XSECS8, RINPU1,
RINPU2, and RELCOA. Both temporary and permanent cross-section storage had to be allocated for the two
new cross sections-pair production and Compton scattering. Since there are no fission gammas in the available
cross-section libraries, the gamma portion of the vX; array was used for pair production data. The Compton-
scattering cross section is stored in the gamma portion of the gamma production data.

The user indicates the use of this option by setting NCOEF = -N, where N is the number of
coefficients.

A sample RELCOA has been written, but some of the burden of making sure it works for the user's
particular problem falls on the user. For example, users who run combined neutron-gamma problems as all
primary particles must specify internal to RELCOA just how many groups are actually neutrons. This step
is necessary in order to ensure that the Klein-Nishina method is used only for gamma rays and not for neutrons.
Estimates for neutrons do not involve the Klein-Nishina formula but are done as the usual point-detector next--
flight estimator. RELCOA is somewhat like two separate routines because it uses two entirely different
methods for making estimates for neutrons and gammas. For gamma groups, a choice is made between pair
production and Compton estimates.

A description of RELCOA follows:

Subroutine RELCOA(D,XD,YD,ZD,VEL,EXTRG,EXTRD,NMTG,ND)

The fluence estimate for neutron groups, from the normal collisions in RELCOA, is given by

WATE x ARG x p(THETA,IG)
R?2 ’

where WATE is the statistical weight of the particle leaving the collision, ARG is the negative of the number
of mean-free paths from collision to detector, R is the distance from collision to detector, P(THETA,IGO) is
the probability, per steradian, for a particle with energy in the incoming group IGO scattering to a lower energy
group through angle cos? (THETA) and THETA is the cosine of the angle between the incoming direction and
the line from the collision site to the point detector. PTHETA generates the P array.

The fluence estimate for gamma groups, from the normal collisions in RELCOA, has several possible
forms. For a forward problem, a choice is made between Compton and pair production estimates by selecting
a random number, R1, and using a Compton scattering estimate if

)

Rl —¢
ZZPP + X

c

otherwise, pair production is used. The Compton scattering estimate is

WATE x e#RCG x PMU
R2

k4
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where WATE, ARG, and R are as described above, and PMU is the probability of scattering calculated by the
usual Klein-Nishina formulas.

WATE x eAR

The pair production estimate is e ¢ and is made to group IZ, containing 0.511 MeV.
TC

Called by: SUPGRP when IFLAG(9) = - 1.

Routines called:
SQRT, EXP
PTHETA
EUCLID
PTPT
FLUXST
FLTRN

Commons required: POINT, QDET, NUTRON, APOLL, PERM, INPUT, GOMLOC, PTBIAS, SCALOP,
NGAMGP, Blank.

F9.4.4 MARS ARRAY ANALYSIS

The MARS geometry system in MORSE-SGC allows the user to model very complicated lattice arrays
with minimum difficulty. In Monte Carlo tracking, the user should be aware of where particles are tracked and
the number of collisions occurring throughout the model. This information is necessary to properly determine
if the calculational results are realistic or in error. MORSE-SGC contains a collided flux editor for the MARS
system. This editor allows the user to obtain reaction rates throughout his array geometry as a function of
array or universe (cell type) and as a function of media. The collided flux editor for MARS is described in
detail in Sect. M9.4. The Collided Flux Edit System (CFE) provides the user with valuable information without
adding additional computation time. The MARS user in MORSE-SGC should utilize the CFE feature where
possible to obtain the maximum amount of information from his calculation.
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F9.A MORSE-SGC INPUT INSTRUCTIONS

F9.A.1 MORSE DATA BLOCK 1

Card A (20A4)
Title Card

Card B (2Z8)

RANDOM - starting random-number seed. Seed should start in position 5 (i.e., first 4 characters
should be blank). '

F9.A.2 MORSE DATA BLOCK 2 (FIDO INPUT)

1$ (14)

1. IADJM

2. NSTRT

3. NMOST

5. NQUIT

6. INB

7. ISTAT

8. NSPLT
9. NKILL
10. NPAST
11. NOLEAK

12. IEBIAS

set >0 for an adjoint problem. All input data should still be in the forward mode; the
program will adjoint it whenever IADIM > 0.

number of particles per batch.

maximum number of particles allowed for in the bank(s); NSTRT + 1 is the minimum
value for NMOST (if no splitting, fission, and secondary generation). If NSTRT =
NMOST, NMOST will be reset to NSTRT + 1.

number of batches.

number of sets of NITS batches to be run without new input data.

option to print (=1) or not print (=0) responses at end of each batch. Default 0.

set >0 to store Legendre coefficients.

set >0 if splitting is allowed.

set >0 if Russian roulette is allowed.

set >0 if exponential transform is invoked (subroutine DIREC is called).

set >0 if nonleakage is invoked.

set >0 if energy biasing is allowed.
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13. NKCALC

14. NORMF

2%

1.

2.

3.

4.

5.

3$

1

2.

&)
MEDIA
NMIX

MEDALB

MXREG
MFISTP
(20)

. NNGA
NGGA

NNGTP

NDAB
. NOT USED
NDSN

. NDSG

the number of the first batch to be included in the estimate of k; if <0 no estimate of k is
made.

the weight standards and fission weights are unchanged if <0; otherwise, fission weights
will be multiplied at the end of each batch by the latest estimate of k, and the weight
standards are multiplied by the ratio of fission weights produced in previous batch to the

average starting weight for the previous batch. For time-dependent subcritical systems,
NORMF should be >0.

number of cross-section media.
number of mixing operations (elements times density operations) to be performed.

= 0 if no specular reflection is used; >0 if specular reflection is used; value of MEDALB
is used as the reflecting media.

number of regions described by the geometry input.

set >0 if fissions are allowed.

number of neutron groups to be analyzed.

number of gamma groups to be analyzed.

set >0 if a completely coupled neutron-gamma problem is desired (both neutrons and
gammas are treated as primary particles). NNGA and NGGA must be equal to the number
of neutron and gamma groups on the input cross-section tape if this option is used.

the number of direct access blocks allocated (default is 1000).

set=0

pumber of array analysis collision edits; see input discussion.

if NPAST is >0, NDSG determines the direction of PATHLENGTH STRETCHING used
in subroutine DIREC. The options available are the following:

= 1 pathlength stretched in the +X direction (local)
= 2 pathlength stretched in the +Y direction (local)

= 3 pathlength stretched in the +Z direction (local)
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8. NCOEF

9. NSCT

10.

11.

12.

13.

14.

15.

16.

MAXGP

IRDSG

ISTR

IFMU

IMOM

IPRIN

IPUN

= 4 pathlength stretched in the -X direction (local)
= 5 pathlength stretched in the -Y direction (local)
= 6 pathlength stretched in the -Z direction (local)

= 7 pathlength stretched cylindrically outward on a radial vector perpendicular to the
X axis; nonrotated systems only.

= § pathlength stretched cylindrically outward on a radial vector perpendicular to the
Y axis; nonrotated systems only.

= 9 pathlength stretched cylindrically outward on a radial vector perpendicular to the
Z axis; nonrotated systems only.

= 10 pathlength stretched spherically outward.

= 11 through 16 are the same as options 1 through 6, except the coordinate direction cosine
used is the global coordinate direction cosine; for systems containing rotated arrays,
use options 11 through 16; otherwise, these will have the same effect as options 1
through 6 for nonrotated systems.

= 17 pathlength stretched toward the coordinate of the first point detector.

number of coefficients for each mixture, including P,, Set NCOEF<O0 to invoke
Klein-Nishina options.

number of discrete angles, set =0 for isotropic scattering (usually NCOEF/2 integer).

group number of last group for which Russian roulette, splitting, or exponential transform
is to be performed.

switch to print the cross sections as they are read if >0
switch to print the cross sections as they are stored if >0.
switch to print intermediate results of p's calculation if >0.
switch to print moments of angular distribution if >0.
switch to print the angles and probabilities if >0.

switch to print results of bad Legendre coefficients if >0.
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17. IXTAPE

= 0 cross sections are to be read from an ICE TAPE.
= the value of IXTAPE is the logical tape unit for the cross-section input data (AMPX

working tape).
18. IXTAPE =0 if AMPX Working Tape is to be read.
= the value of JXTAPE is the logical tape unit for reading an ICE-created cross-section
tape.
19. MDIM Maximum array size to be used by MORSE. (Default is 150000.)
20. MSM = 0 no media-dependence for the source selection; all points sampled with the source
volume specified will be accepted.
= SOURCE MEDIA NUMBER; only points sampled in the source specified volume in
media MSM will be accepted as valid source starting coordinates.
4% 4)
1. ISOUR source energy group if >0; if <0, source input cards will be required.
2. NGPFS number of groups for which the source spectrum is to be defined; must equal NNGA +
NGGA for an adjoint problem.
3. ISBIAS set not equal to zero if the source energy is to be biased.
4. NSOUR set <0 for a fixed-source problem; otherwise, the source is from fission generated in a
previous batch.
5% (28)
1. ND number of detectors (set = 1 if <0).
2. NNE number of primary particle (neutron) energy bins to be used (must be <NE).
3. NE total number of energy bins (set = 0 if <1).
4. NT nurnber of time bins for each detector (set = 0 if NT <1).
5. NA number of angle bins (set = 0 if <1).
6. NRESP number of energy-dependent response functions to be used for point detector analysis and
for the volume average collided flux edits (set = 1 if <0).
7. NEX number of extra arrays of size NNGA + NGGA to be set aside; set NEX = 4 + NRESP for
point detector analysis.
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8. NEXND

9-28. IFLAG

T

number of extra arrays of size ND to be set aside (useful, for example, as a place to store
detector-dependent counters). For the point detector analysis, set NEXND to 4.

(20) (see Table F9.A.1).

(Block 1 must be terminated with a T.)

F9.A.3 FREE-FORM COMBINATORIAL MARS INPUT INSTRUCTIONS

The following ten cards denoted by A.1 through A.10 correspond exactly to the MARS input described
in Sect. M9.A. The mput is repeated here for convenience to the user.

A.1 Title Card

FORMAT (15A4)

A.2 Options Card (four entries required)

IVOPT -

IDBG -

IBOD -

NAZ -

Volume option not implemented - enter 0.

Debug print option if positive; otherwise, enter O.

Body numbers are assigned by the user if IBOD >0; otherwise, enter O.

Number of zones to be added to the data storage for next zone of entry memory table. Enter

any large number if extra storage required. Default value allows for five zones to be
entered from any single code zone. This option is normally not required, enter 0.

A.3 Body Definition Cards

Each new body must start on a new card. The allowable body types are given in Table F9.A.2, along
with the required input variables to describe each body. An END card must be used to signify the end of the
body definition cards. For each body the following input is required:

ITYPE -

IALP -

FPD(]) -

Specifies the alphanumeric body type or END to terminate reading of body data (e.g., BOX,
RPP, ARB, RCC, etc.)

Body number assigned by the user if IBOD > 0; otherwise, not entered.

Real data required for the given body as shown in Table F9.A.1. These data must be in cm.
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Table F9.A.1 Subroutine called by IFLAG() setting

Subroutine Initiating Event Called by Comment
1 Not Used
2 Not Used
3 Not Used
4  STRUN Beginning of run MORSE User-supplied routine
5 SDATA Primary Source Birth MSOUR Makes uncollided flux estimate
to each point detector
6  SPLIT Particle SPLIT SUPGRP User-supplied routine;
otherwise, not available
7  FISSIN Fission FPROB User supplied;
otherwise, not available
8 SGAM Secondary particle GSTORE Makes uncollided generation
site flux estimate to each
point detector; identical to
SDATA
9 =-1 Real collision SUPGRP Multiple éstimates to each point
RELCOA detector from each collision site
=+] SUPGRP One estimate to each point detector
RELCOL from each collision site
10 ALBEDO Albedo reflection SUPGRP User-supplied routine;
otherwise, not available
11  BDRYX Boundary crossing NXTCOL User supplied or user
across dissimilar modification of BDRYX
media or region in MORSE required
12 ESCAPE Particle escape NXTCOL User supplied;
otherwise, not available
13 ECUT Energy cut-off SUPGRP User supplied;
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Table F9.A.1 (continued)

Subroutine Initiating Event Called by Comment

14 TKILL Time kill SUPGRP User supplied;
otherwise, not available

15 RRKILL Russian roulette kill SUPGRP User supplied;
otherwise, not available

16 RRSURV Russian roulette SUPGRP User supplied;
survival otherwise, not available
17 GAMLST Secondary particle GSTORE User supplied;
generation, no room otherwise, not available
in banks
18 =0 Collision site SUPGRP MORSE standard routine for
COLISN treating collisions
=1 Collision site SUPGRP MORSE standard routine for
FCOLN benchmarking rotated arrays

with explicit modeling approach

19-20 NOT USED...

A.4 Input Zone Description Cards

Each new zone must start on a new card. A three-character title should be given for each new input zone
(not necessarily unique) which must start with an alpha-type character. An END card must be used to signify
the end of the input zone description cards. For each input zone, the data needed are the title and zone data.
Input zone numbers are assigned sequentially.

IALP - The three-character title for the zone where the first character is a letter.

IIBIAS(I) - Specify the "OR" operator if required for the JTY(I) body.

JTY() - Body number with the (+) or (-) sign as required for the zone description.
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Table F9.A.2 Input required for each body type

Body type ITYPE IALP Real data defining particular body

Box BOX IAlPisassigned Vx Vy Vz Hix Hly Hilz
by the user or H2x H2y H2z H3x H3y H3z
Right Parallelepiped RPP by the code if Xmin Xmax Ymin Ymax Zmin Zmax

left blank.
Sphere SPH Vx Vy Vz R - -
Right Circular RCC Vx Vy Vz Hx Hy Hz
Cylinder R - - - - -
Right Elliptical REC Vx Vy Vz Hx Hy Hz
Cylinder Rlx Rly Rlz R2x R2y R2z
Ellipsoid ELL Vix Vly Viz V2x  V2y V2z
Truncated Right TRC Vx Vy Vz Hx Hy Hz
Cone R1 R2 - - - -
Right-Angle Wedge  WED Vx Vy Vz Hilx Hly Hlz
or RAW H2x H2y H2z H3x H3y H3z
Arbitrary Polyhedron ARB Vix  Vly Viz V2x  V2y V2z
' V3x  Viy V3z V4x V4y Viz
V5x  V5y  V5z V6x  V6y Veéz
V7x V7y V7z V8x V8y V8z
Face Descriptions (see note below)
Alternative Body BPP Xmin Xmax Ymin Ymax Zmin Zmax
6, 0, 8,
Descriptions WPP Xmin Ymax Ymin Ymax Zmin Zmax

0, 8, 0;

Termination of Body END
Input Data

NOTE: The arbitrary polyhedron input contains a four-digit number for each of the six faces of an ARB
body.
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Example: PEL +1
CLD +2-1
H20 +3 -2
END

A.5 Region Card

One entry is required for each input zone. This specifies the importance region each input zone is
inside. This determines which set of weights for splitting, Russian roulette, and pathlength stretching to use
in each zone during tracking.

A.6 Universe Card

This array specifies which universe each input zone is inside. One entry is required for each input
zone. The entry must be either a zero or a positive integer. A negative entry is not valid. Each universe, with
the exception of the null universe, must contain one and only one zone with a -1000 media. The null universe
cannot contain any -1000 media zone.

A.7 Media Card

This array specifies the media contained in each input zone. One entry is required for each input zone.
If the entry is positive, it references a valid cross-section mixture or a reflected boundary, MEDALB. If the
entry is negative, it references a valid array number as the absolute value of the entry. If the entry is -1000,
it references a universe external boundary media. If the entry is 1000, it references an internal void. If the
entry is 0, it references an external void.

A.8 Array Size Specification Input

An array is a regular rectangular lattice composed of rectangular cells of arbitrary content. The size
of each array should be entered as NXMAX, NYMAX, by NZMAX. The arrays are sequentially named as
they are entered, starting with 1. The array size entered should include any vacant cells in the array if any are
present. After the size of the last array has been entered, a zero should be entered to terminate the entries. Zero
is an illegal entry for an array size. After the zero terminator has been entered, a single integer parameter is
entered to determine the means of entering the array specification list. If no array is to be described, only the
zero terminator is required.

NXMAX - The number of cells along the x-axis of array i
NYMAX' - The number of cells along the y-axis of array i
NZMAX - The number of cells along the z-axis of array i followed by a "0 terminator”
I0P ' - Array specification input option (required)
= 0 free-form input, FFREAD, type specification

= 1 standard KENO mixed cell (BOX) orientation cards
= 2 standard FIDO integer array input specification
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Example: 1515165277100

This example describes three arrays. Array 1 will be 15 x 15 x 1; Array 2, 6 x 5 x 2; and Array 3,
7 x 7 x 1. Zero terminates the array size entries. The last zero entered selects the free-form input specification
method of describing the array contents.

--End of geometry input if no arrays are modeled--

A.9 Array Content Description

The contents of each cell of each array must be defined. All contents of Array 1 are defined, then
Array 2, etc. The method of entering these data is determined by IOP in A.8 input. There are three
possibilities for each cell entry. These options are distinguished by either a positive, zero, or negative entry.
A positive entry is a universe number. The universe must fit snugly in the lattice cell position that references
it. The contents of a universe are completely arbitrary. A negative entry is an array entry. The absolute value
of the entry is the array being referenced. It cannot contain any vacancies in its lattice cell positions. Repeating
a subarray in a larger array in this manner does not require any additional input. The array must, however,
fit snugly in the lattice cell position. The means of entering these data is selected by the user to give flexibility
in describing his arrays. The options are the following:

IOP = 0 - Free-Form Input Option

Free-form input is entered using the FFREAD notation. This step allows an "*" repeat feature. Data
are entered as:

DO 10 M =1, NAR (NAR is the number of arrays entered)

DO 10 K =1, NZMAX

DO 10J =1, NYMAX

DO 10I=1, NXMAX

... enter the contents of the i, j*, and 2™ cell location for array m...

10 CONTINUE

All entries must be separated by a blank, and data may be entered in all columns 1 through 80. Entries
of the form, "L*N," means enter the value N into the input L times. This step could also be done with the "R"

option by entering "LRN." In both cases blanks between entries are not allowed.

Example: 212212212
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This could be the description of a 3 x 3 array of the form,

212

212

212

IOP = 1 - Mixed-Cell Orientation Cards

The first field contains the entry followed by three sets of three fields that are treated like FORTRAN
DO loops, followed by a field that indicates whether another set of data is to be read. The arrangement of
lattice cells may be considered as consisting of a three-dimensional (3-D) matrix of numbers, with the cell
position increasing in the positive X, Y, and Z directions, respectively. Each set of orientation data consists
of the following parameters, separated by one or more blanks.

LTYPE

IX1

IX2

INCX

IY1

IY2

INCY

1Z1

172

INCZ

ISTP

The cell entry. LTYPE may be negative (array #), zero (empty cell), or positive (universe #).
The starting point in the X direction. IX1 must be at least 1 and <NXMAX.
The ending point in the X direction. IX2 must be at least 1 and <NXMAX.

The number of cells by which increments are made in the positive X direction. INCX must
be >0 and <NXMAX.

The starting point in the Y direction. IY1 must be at least 1 and <NYMAX.
The ending point in the Y direction. IY2 must be at least 1 and <NYMAX.

The number of cells by which increments are made in the positive Y direction. INCY must
be >0 and <NYMAX.

The starting point in the Z direction. IZ1 must be at least 1 and <NZMAX.

The starting point in the Z direction. IZ2 must be at least 1 and <NZMAX.

- The number of cells by which increments are made in the positive Z direction. INCZ must be

>0 and <NZMAX.

= (, read another set of data,
# 0, do not read any more mixed-cell orientation data.

An important feature of this type of data description is that, if any portion of an array is defined in a
conflicting manner, the last card to define that portion will be the one that determines the array's cell type
configuration. To utilize this feature, one can fill an entire array with the most prevalent cell type and then
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superimpose the other cell types in their proper places to accurately describe the array. The last set of mixed-
cell orientation data must have a nonzero entry in the last field.

IOP = 2 - Standard FIDO Array Input

The array being entered is integer; therefore, it is a "$" or "$$" array. The array may be entered in the
standard free-form FIDO format. The description for each lattice array is entered as a single array block with
FIDO. The FIDO integer array number entered is the array number being described plus 100. The data are
entered, and each array description is terminated with a T.” All standard FIDO repeat options are available for
entering the data. Array 1 would be entered as the "101$$" FIDO array terminated with a "T." The process
would continue until all array descriptions have been entered. The format for the data entry is the same as the
description for free-form input. All x entries for the first y row and first z level are entered, then all x entries
for the second y row and first z level are entered. This process continues until the entire first z level has been
described. Then the second z level is described until the entire array has been described. Then the geometry
array description or a given array is terminated with a "T."

A.10 Universe Type

One entry is required for each universe modeled in the combinatorial geometry, starting with Universe
1. The entries should be either a zero or a 1: a zero if the universe is "combinatorial” and a 1 if the universe
is "simple.” A "simple” universe is a universe composed of concentric zones, where every zone completely
surrounds the zone inside of it. Furthermore, input zones in a simple universe may be only one code zone and
may be described by only one or two bodies. Tracking through "simple” universes is about 30% or more faster
than through regular combinatorial geometry tracking, although the modeling capability is limited. Simple

universes may be combined with regular combinatorial universes in arrays without any problems.

--- End of Geometry Input ---

F9.A.4 MORSE DATA BLOCK 3 (FIDO INPUT)
6* (Ten entries)
1. TMAX Maximum cpu time in minutes allowed for the problem on the computer.
2. TCUT ‘Age in seconds at which particles are retired; if TCUT = 0, no time kill is performed.
3. WISTRT Input starting weight for source particles (set = 1.0 if read as zero).
4. AGSTRT Starting age for source particles.
5. XMIN

6. XMAX
SOURCE SAMPLING VOLUME BOUNDARIES (absolute coordinates).

7. YMIN Source coordinates are sampled uniformly within the bounds input by user. If the user
has specified a source media, MSM, then only points in the specified
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8. YMAX media will be accepted.

9. ZMIN
10. ZMAX

7% (NNGA)

1. (VELTH(I),I=1,NNGA) The neutron velocities for all energy groups being analyzed. If not input,
calculated values will be used based on the group energy limits.

8* (A*MAXGP*MXREG) required only if NSPLT+NKILL+NPAST >0

—

. ((WTHI(ID),I=1, MAXGP),J=1, MXREG) weight above which splitting will occur.
. ((WTLO(L,]),I=1, MAXGP),J=1, MXREG) weight below which Russian roulette is played.

[ o}

W

. ((WTAV(Q)),I=1,MAXGP),J=1, MXREG) weight parameters for particles surviving Russian roulette.

H

. ((PATH(,)),I=1, MAXGP),J=1, MXREG) pathlength stretching parameters for use in exponential
transform (usually 0 < PATH < 1)

9% ((NNGA+NGGA)*MXREG) required only if IEBIAS > 0.

1. (BPROB(LJ)),I=1, NNGA+NGGA,J=1, MXREG) values of the relative energy importance of particles
leaving a collision in region J going to group 1.

10%¥ (MXREG+((NNGA+NGGA)*MEDIA) required only if MFISTP > 0. Initialized values will be used if
not input.

1. (FWLO(Q),J=1, MXREG) values of the weight to be assigned to fission neutrons. (Initialized to 1.0 if not
input.)

2. (FSEQ)),I=1,NNGA+NGGA,J=1,MEDIA) fraction of fission-induced source particles in group I for
medium J. (Uses fission spectrum of element with largest v if not input.)

11* NNGA*MXREG if IADIM < O required only if coupled neutron-gamma
or
NGGA*MXREG if IADJM > 0 ray problem, but not completely coupled.

1. ((GWLOQJ),I=1,NNGA or NGGA),J=1, MXREG) probability of generating a gamma at each collision.
Alternatively (depending on GPROB), the values of the weight to be assigned to the secondary
particles being generated. NNGA groups are read for each region in a forward problem and NGGA
for an adjoint.

12$ (NMIX)
1. (KM(D),I=1,NMIX) MORSE media number.

NUREG/CR-0200,
F9.A.13 Vol. 2, Rev. 6



13§ (NMIX)
1. (KM(D),I=1,NMIX) element or ICE identifiers.

14* (NMIX) (14*Array not input if using an ICE tape.)
1. (RHO(),]J=1,NMIX) density.

15$ NOT USED

16$ NOT USED

17* (NGPES) required only if ISOUR < 0

1. (FS(),I=1,NGPFS) the unnormalized fraction of source particles in each group. Uses FSE of media
number 1 if not input and MFISTP > 0.

18* (NGPES) required only if ISOUR < 0 and ISBIAS # 0.
1. (BFS(I),I=1,NGPFS) the relative importance of a source in group 1.

T (Block 3 must be terminated with a T.)

F9.A.5 MORSE DATA BLOCK 4 (ANALYSIS DATA)

Card AA (20A4)

Title or units for total response for all detectors.
Card AB (20A4*NRESP)
NRESP* title or units for each total response for all detectors.
Card AC (20A4) required only if NE > 1
Units for energy-dependent fluence for all detectors.
Card AD (20A4) required only if NT > 1
Units for time-dependent total response for all detectors.
Card AE (20A4) required only if NT > 1 and NE > 1
Units for time- and energy-dependent fluence for all detectors.
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Card AF (20A4) required only if NA > 1

Units for angle- and energy-dependent fluence for all detectors.

F9.A.6 MORSE DATA BLOCK 5 (FIDO INPUT)
19*% (ND*3)
(XD, YD,ZD),I=1,ND) (X,Y,Z) coordinates of i detector.
20* (NNGA+NGGA)*NRESP)
((RFV(,]),]I=1, NNGA+NGGA),J=1, NRESP) response function values.
21$ (NE) required only if NE > 1
Energy group numbers defining the lower limit of energy bins.
22% (NT*ND) required only if NT > 1
((Td,3),1=1,NT),J=1,ND)

NT values of upper limits of time bins for each detector (in order of increasing time and detector
number.)

23* (NA) required only if NA > 1
Values of upper limits of angle (cosine) bins.

T (Block 5 must be terminated with a T.)
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ABEND

ACCNRM

ADIJINT

ALBDO

ALOCAT

ANGLES

ARCT

AZIRN

BADMOM

BATCH

BDRYX

COLISN

F9.B MORSE-SGC SUBROUTINE DESCRIPTION

is called when an abnormal termination is required. It calls RCOVER and then returns.

is a utility routine to normalize an N by M matrix. It will generate cumulative probability
tables for each N row of the matrix.

is called to invert many different arrays for an adjoint calculation. The arrays inverted depend
on user input and problem description. ADINT calls a utility routine INVERT to perform the
inversion.

is called when an albedo media (MEDALB) has been encountered. It is called from SUPGRP
and performs a simple specular reflection using UNORM, VNORM, and WNORM (direction
cosines norma! to the reflecting surface) calculated by NORML which was called by GOMST.

is called to dynamically allocate core memory for data storage.

is called to compute the angular-scattering probability tables, that is, the probability of
scattering through a given angle for a given energy change. First the moments are computed
from the Legendre expansion of the scattering cross sections, then the moments are used to
compute tables of angles and probabilities. ANGLES is called for each group transfer for
each material by XSECS. '

is called from SUPGRP to process collisions for the array editing. The collision location
criteria and media criteria are tested in ARCT. Edit responses are computed in ARCT.

returns the sine and cosine of a random angle uniformly distributed between O and
360 degrees.

is called from ANGLES to print out bad moments, and associated error messages. A moment
is rejected if it implies negativity in the angular distribution or if it falls outside the acceptable
range.

controls the program flow from the beginning of a batch through the random walk process
(by calling SUPGRP) until the end of batch processing. It terminates a calculation when all
batches are completed or when a user-specified cpu time has been used.

is called from NXTCOL as an input option. It computes the flux at an input zone boundary.
The subroutine must be user-written and will be called (optionally) at media boundaries or
region boundaries corresponding to input zone boundaries.

is called from SUPGRP at collision sites to determine the particle’s new emerging energy,
weight, and direction cosines. If energy biasing is being used, it calls GTIOUT to determine
the new energy group and correct the particle weight for the biasing. The new direction
cosines are computed by performing two 2-D rotations on the old direction cosines. The first
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rotation is through the scattering angle (FM). The second rotation is a random azimuthal
rotation in the scattering cone.

DIREC is called to determine the amount of pathlength stretching when the exponential transform
option is invoked. The version of DIREC in MORSE-SGC offers many options for direction
biasing. This feature reduces the necessity of the user supplying his own version of DIREC
for many cases.

ENDRUN is called by NRUN to provide special problem-dependent output. The default version is a
dummy routine.

EUCLID is called from SGAM, SDATA, and RELCOL to track from a point source or collision
location to a point detector. EUCLID calls PILOT and NSIGTA to determine the number of
mean-free paths between the two locations. PILOT returns to EUCLID on input zone
boundaries.

EXPRN returns an exponential random number between zero and positive infinity.

FBANK is the fission bank routine called by FPROB. The direction cosines and energy group of the
fission neutron are determined in FBANK. STORNT is called to store the new parameters
in the appropriate arrays for later retrieval.

FCOLN is optionally called by SUPGRP for rotated coordinate tracking. FCOLN calls CLEV to
obtain the particle direction cosines in the nonrotated coordinate system before calling
COLISN. This step is not necessary except to benchmark comparisons between runs using
a rotated coordinate system with runs using nonrotated coordinate systems.

FIDAS is a standard ORNL array input subroutine. It calls FFREAD to read free-form input for
either floating-point or integer data.

FIND is called from ANGLES to find the roots to the orthogonal polynomials between - 1 and + 1.
FIND calls Q to evaluate the polynomials.

FISGEN returns v, /2 for group IG and media IMED.

FLTRN calls assembler random-number generator and returns a random number between zero and 1.

FLUXST banks the flux estimates made by RELCOL, SDATA, SGAM, and BDRYX. The estimate
is multiplied by user input response functions.

FPROB is called from SUPGRP in criticality problems at collision sites in fissile media to determine
if a fission will take place. FBANK is called by FPROB to bank the fission data. Fission
counters and fission weight counters are incremented in FPROB.
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FSOUR

GAMGEN

GDATE

GETETA

GETMUS

GETNT

GIFINA

GTMED

GOMST

GPROB

is called from MSOUR to move particles from the fission bank arrays into the source bank
array prior to starting a batch. FSOUR retrieves the fission data directly from the arrays and
calls STORNT to store the data into the source data arrays for retrieval by GETNT.

is called from GPROB. It returns the probability of generating a secondary particle in group
IG and media IMED. It determines the energy of the secondary particle by selecting a random
number and comparing it to the neutron-to-gamma transfer cumulative probability table.

is called by INITL and by NRUN to get the current date and time.

is called from NXTCOL to determine the extent of pathlength stretching. It uses function
DIREC to compute the BIAS factor. This factor is used to compute the extent of path
stretching and the amount of weight correction to apply. If the NOLEAK option for
pathlength stretching is invoked, then EUCLID is called.

is called by ANGLES to compute the angular moments from the Legendre coefficients. These
values are used in the recurrence relations for the orthogonal polynomials. Further detail on
the derivation of the methods used in MORSE to compute the moments, orthogonal
polynomial coefficients, angles and probabilities may be found in Sect. FO.E.2.

is called to retrieve particle coordinates, direction cosines, and other variables such as weight,
energy group, etc., from a particle bank. All data stored in the particle banks are in global
coordinates. Local coordinates are returned along with the particle nesting table upon
retrieval. CALI is called to locate the particle and return the local coordinates. STORNT is
an entry point in GETNT. It performs the inverse function of storing the data in the particle
bank. STORNT calls CLEV to generate global coordinates from local coordinates and the
particle’s nesting table. VAR3 is called to compute the fractional standard deviation on each
edit. The final results are printed out by GIFINA for each edit.

is called from BATCH for the end-of-run processing.

is called by COLISN, FBANK, FPROB, GAMGEN, NSIGTA, PTHETA, and SUPGRP to
select the cross-section media number corresponding to a particular geometry media number.
The default version assumes the two are the same.

is called by NXTCOL to follow the particle track to either the next boundary crossing or to
the next collision. GOMST is the main interface subroutine between MORSE’s random walk
and the MARS geometry system in MORSE. It calls CALI after an albedo reflection. It calls
PILOT for the particle track. It calls NORML when an albedo media (MEDALB) has been
encountered. '

is called from SUPGRP when a coupled neutron-secondary-gamma problem is being run. It
calls GAMGEN and compares the probability of secondary generation with the GWLOW
array to determine if a secondary particle will be generated by the collision.
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GSTORE

is called from GPROB to store the secondary gammas. It determines if room exists in the
bank to store secondaries. It saves the particle coordinates and direction cosines in common
NUTRON. If the secondary is produced inside an array, GSTORE only has the local
coordinate of the particle. The coordinate of the particle in the global level of the geometry
model is required for banking. This is obtained by calling CLEV, to convert from a local to
a global coordinate. STORNT is called for the data storage, then label common NUTRON
is restored. Secondary counters are incremented before the routine returns.

GTIOUT is called from COLISN at a collision site where energy biasing is being performed. GTIOUT
determines the outgoing energy from the collision and the corrected weight after biasing.
Energy biasing is important for fully coupled problems, where the nonabsorption probability
becomes greater than 1.

GTISO returns random isotropic direction cosines U, V, and W.

IASN is called from BDRYX for SAS4 cases to calculate the azimuthal detector number.

INITL is called by program Q00006 or 000106, or MORSE, depending on which setup of SGC is
being used. It does some initialization of I/O units, reads the first block of data, and calls
ALOCAT, which calls MPROG.

INSCOR is called by SCORIN to provide special problem-dependent input data. The default version
is a dummy routine.

INVERT inverts a 1-D array.

INVRTI1 inverts a 2-D array.

INVRT2 is called by XSEC4 to invert 1-D cross-section arrays, where the beginning of each group is
determined by an array of pointers.

JOMINB is not used in this version of MORSE. It will read the binary geometry file written by JOMINI
from logical unit ND30 and copy it to logical unit ND17.

MAMENT is called by BADMOM to generate Legendre coefficients from moments. The routine requires
label common MOMENT.

MGCWRD  is called from MWLIST, XSEC2, and XSEC3 to unpack the magic word integer used in the
AMPX cross sections. The purpose of the magic word is to determine the starting and ending
location of the group transfer arrays to eliminate requiring a square transfer matrix with zero
fill. The AMPX magic word saves considerable computer memory, since the scattering matrix
does not have to be full.

MORSE is the main program when running SGC stand-alone.
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MPROG

MSOUR

MTIMER

MWLIST

NDBARC

NDBTCH

NETLEV

NORML

NRUN

NSIGTA

NXTCOL

OUTPT

is a subroutine called by INITL. It calls BATCH. This subroutine is the controlling routine
for the MORSE/SGC execution.

is called from BATCH at the beginning of a particle batch. It calls FSOUR to obtain the
fission bank for criticality problems. It calls SOURCE for fixed-source problems. It calls
GETNT and STORNT to update the neutron particle bank.

is a utility routine maintaining local and global clocks for MORSE during execution.

is called from XSEC2. It prints out the transfer matrices in a variable format.

is called from BATCH for the end of batch processing. NDBARC updates the array edits at

the end of each batch and normalizes the result. The mean and the square of each batch
estimate is computed in NDBARC.

 is called from BATCH for the end of batch processing. It adds the average responses for each

point detector at the end of a batch to the results for the run. The square and the result are
tabulated for later computation of the mean and the fractional standard deviation at the end
of the run.

is called from BDRYX and NXTCOL by option when MORSE is being run as part of SAS4.
NETLEYV converts X, ¥, z, 4, v, and w between local and global coordinate systems.

is called by GOMST to compute the normal direction to the surface of an albedo media. It
obtains the body number, NASC, from the combinatorial common PAREM. The body
encountered must be referenced in the albedo zone description or the code will print a fatal
error. The body surface number is LSURF. This routine is the only one in MORSE using
LSURF.

is called from MPROG to perform analysis processing at the completion of the run. It works
with the arrays prepared by NDBTCH. VAR2 and VARS3 are called to compute the fractional
standard deviations. ne point detector results and the fluence results for the point detectors are
printed out by NRUN.

is called from NXTCOL and EUCLID to look up the total cross section for a given energy
group and media. The media is checked to verify its validity. The total cross section for an
internal void is returned as zero.

is called from SUPGRP to track a particle to its next collision site. It calls GOMST to control
the tracking. It returns when the particle has had a collision, leaked from the system, or
encountered an albedo boundary. It will optionally call BDRYX for boundary crossing
estimates.

is called by BATCH at the end of a batch and by MPROG at the end of a run. It prints out
the summary information for the collisions, boundary crossings, splittings, leaks, etc., for the
end of a batch. At the end of a run it prints out the neutron death table and the region
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OUTPT2
PRTID
PRTID2

PTHETA

PTPT

Q

counters; scattering, fission, Russian roulette kills, survivals, etc. The region counters and the
Russian roulette and splitting arrays require considerable memory, especially when many
regions are modeled. K-effective for criticality runs is computed and printed out by OUTPT.

is called from OUTPT to print out 2-D arrays.
is called from XSEC?2 to print out 1-D cross sections.
is called from XSEC7 to print out 2-D cross-section arrays.

is called from REL.COL and RELCOA to determine the probébi]ity of scattering through angle
0 for each of the possible energy transfers. All possible downscatters and upscatters are
computed.

is called from RELCOL, SDATA, and SGAM to compute the distance from the collision site
to the point detector. The point detector location is in global coordinates, while the collision
location is in local coordinates. CLEYV is called by PTPT to compute the global coordinate
of the collision site.

a function called from ANGLES, BADMOM, and FIND to compute the value of an
orthogonal polynomial at a position X.

000006 and 000106 are the two entry points to initiate MORSE execution. The entry point taken determines

RANNO

RDUS6

RELCOL

RELCOA

RESET

RINPU1

whether the input is read from cards or from binary files in SCALE.
is the assembler random number generator.
is called by O00O106 to read unit 96 when a SAS4 case is being run.

is called from SUPGRP at a collision site. It calculates collided flux estimates to the point
detectors by calling PTHETA, EUCLID, and FLUXST. RELCOL makes only one estimate
to each point detector from each collision site, as opposed to RELCOA which makes multiple
estimates.

is used to make estimates to point-detector sites from each collision site. It calls PTHETA,
EUCLID, PTPT, and FLUXST. Estimates are made to each possible group transfer given the
fixed angle of scatter to travel to a point detector. Estimates for gamma groups are done using
the Klein-Nishina formula if NCOEF < 0.

is called to reset array tracking variables destroyed by point-detector estimation. During
tracking, estimates may be made from collision sites to point detectors. After the collided flux
estimate has been made, the random walk is continued. It is necessary to reset the particle
nesting table to its previous condition at the collision site before continuing the particle track.

is called from MPROG. It prints out most of the MORSE input edit and reads in a large
portion of the user’s input. 'When MORSE is running outside of SCALE, RINPUI calls
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RINPU2

RITNUT

RNDIN

RNDOUT

SCORIN

SDATA

SGAM

SHIFT

SHUFLE

SIZEX

SORIN

SORK

FIDAS to read the input. When MORSE is running as a part of SCALE, RINPU1 reads a
binary input file by calling QOREAD. ITYPE in labelled common SCALOP determines
which way MORSE is running.

is called from MPROG. It computes the array pointers for data storage and the amount of
supergrouping required. Many data arrays are shifted around in memory by RINPU2 to their
final locations. XSEC3, XSEC4, XSECS5, XSEC6, and XSECS are called by RINPU2.

is a utility routine, which may be called to dump out the contents of labelled common
NUTRON containing particle tracking information, coordinate, weight, direction cosines, etc.

loads a seed into the random-number generator RANNO.

gives the last random number returned by RANNO, without changing the random-number
sequence.

is called by RINPU2. It prints out the point-detector coordinates, response functions, energy
bank boundaries, and angle bank boundaries related to point-detector scoring.

is called from MSOUR to compute the uncollided flux estimate to a point detector from a
source point. It calls PTPT, EUCLID, and FLUXST. The switch flag in the call to FLUXST
is set to add the uncollided flux estimate to the collided flux estimate.

is called from FBANK and GSTORE to compute the uncollided flux estimate to point
detectors from secondary-particle birthsites (captured gamma or fission neutron). SGAM is
nearly identical to SDATA except the switch flag in the call to FLUXST is set to score only
the total flux.

is called to move data from one area of memory to another area of memory.

is called from RINPU2. It computes the multigroup cross-section pointers after the cross-
section storage has been supergrouped.

is called from RINPU2. It computes the space required for cross-section storage. This
calculation determines the amount of supergrouping and the size of each supergroup. This is
a function of available core memory, the number of energy groups, and the number of media.

is called from RINPU2. It computes the cumulative distribution for source energy spectrum
for both forward and adjoint problems. The distributions are normalized, and are ordered
depending on whether a forward or adjoint case is being run. The cumulative distribution is
increasing to 1 for a forward problem, and decreasing from 1 for an adjoint problem.

sorts the neutron bank by supergroup at the beginning of each supergroup. During a batch,
particles from the most populous supergroup will be tracked, then the next most populous
supergroup, etc. SORK calls STORNT and GETNT in ordering the neutron bank. SORK
is called from BATCH.
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SOURCE

is called from MSOUR. It calls CALI to determine the location of a source particle. The
version of SOURCE in MORSE-SGC samples uniformly from XMIN to XMAX, YMIN to
YMAX, and ZMIN to ZMAX. If the user has specified a source media, only those points
sampled in the media will be saved as a valid source particle. Angular biasing is provided as
an option in SOURCE. Isotropic selection of initial starting cosines is available by default in
SOURCE by calling GTISO.

SOURS4 is called from SOURCE when MORSE is being run as part of SAS4. SOURS4 generates
source particle parameters for a shipping cask according to the source region geometry option
specified.

STBTCH is called by BATCH. It clears the response and detector analysis arrays at the beginning of
each batch by calling CLEAR.

STRUN is called from MPROG. The user may supply his own version of STRUN. The version
supplied does nothing. It is called at the start of a new run.

SUPER1 is called from RINPU2. This routine calculates the lengths of each of the supergroups stored
in memory.

SUPER2 is called from RINPU2. This routine constructs a table giving the supergroup number for
each energy group number.

SUPGRP is called from BATCH. This routine controls the random walk for each particle in a
supergroup. It calls NXTCOL for particle tracking. It calls routines to handle the secondary
particle generation and banking. Russian roulette and splitting is performed in SUPGRP.
COLISN is called from SUPGRP for collision processing.

SURFAC is called by NRUN to print the surface detector results to the standard output unit -and to
unit 75 which is named ‘detout’.

TRNPSE is called from XSEC4 to transpose an array.

VAR2 is called to compute the fractional standard deviation of the analysis arrays. VAR2 works on
2-D arrays and can independently weight batches. VAR?2 is called from NRUN.

VAR3 is called from NRUN. It is the same as VAR2 except it can work on 3-D arrays.

XNPUT is called from BATCH. This routine retrieves cross-section data from disk for a given
supergroup during batch processing.

XSEC1 is called from RINPUI. It reads the ID record and energy group structure from an AMPX
working tape.
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XSEC2

XSEC3

XSEC4

XSEC5

XSEC6

XSEC7

XSECS8

is called from RINPU1. It reads the cross-section data off the AMPX working tape for
elements in the mixing table and stores them on disk. It also calculates the storage space that
will be needed to store the mixed cross sections.

is called from RINPU?2. It mixes the cross sections and stores the mixed cross sections on
disk. It also selects FSE from cross-section data if it wasn't read in.

is called from RINPU2. This routine will invert the cross sections for an adjoint problem. It
sums the neutron to gamma transfer arrays into 1-D gamma production cross sections. It
accurmulates and normalizes the 2-D cross sections as needed. It inverts FSE array also. Not
called if previously mixed cross sections (JXTAPE > 0).

is called from RINPU2. It calculates the angles and probabilities for collision processing.
Cumulative angular probability distributions are constructed for each energy transfer. These
data are stored by supergroup on disk.

is called from RINPU?2 before XSECS5. This routine reads cross sections off disk, reorders
them into supergroups, and stores them back on disk.

is called from RINPU1. It reads a preprocessed, premixed ICE (see Sect. F8) tape, and
retrieves the mixtures requested.

is called from RINPU2. It performs similar functions as XSEC5 and XSEC6, except for an
ICE premixed tape. It selects pair production and Compton scattering cross sections when the
KleinNishina option is being used.

Some of the routines described above are part of other subroutine libraries, such as the SCALE
subroutine library or MARSLIB, but are called from MORSE.
In addition to the above routines, dummy versions of the following routines are provided:

ALBEDOQ, ECUT, ENDRUN, ESCAPE, FISSIN, GAMEST, HELP, HELPER, RRKILL, RRSURYV,
SPLITN, TKILL, and XSCHLP.

Users may write versions of these routines to do analyses specific to their application.
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F9.C MORSE-SGC SAMPLE PROBLEMS

F9.C.1 INTRODUCTION

MORSE-SGC has eight sample problems distributed with the code package. The first three problems
are neutron-only shipping cask shielding problems that are intended to demonstrate use of biasing parameters
rather than solution of a practical problem; the geometry of the cask is from Ref. 1. Problem 1 was run using
only splitting and Russian roulette: problem 2 added the path-length-stretching option; problem 3 uses source-
energy-biasing parameters from an adjoint XSDRNPM calculation.

Problems 4 through 7 come from the MORSE-CGA code package (see Ref. 2). They test several
additional options of the MORSE-SGC system. Problem 4 (originally CGA sample problem 1) is a calculation
of fast neutron fluence for a point, isotropic, fission source in an infinite medium of air. Sample problem 5
(originally CGA sample problem 2) is a calculation of secondary-gamma dose rate due to neutrons of energies
greater than 0.011 MeV at several radial distances. It is similar to problem 4 except that gamma rays are
transported.

Problem 6 (originally CGA sample problem 6) is a gamma-ray problem (no neutron transport) which
calculates gamma-ray dose rate for a point isotropic 4-5 MeV source. Problem 7 (originally sample problem
8 from CGA) is a collision density calculation that uses several types of estimation including boundary
crossing, collision density, collision density fluence averaged over regions, and a tracklength/unit-volume
estimator.

Problem 8, which illustrates the array capabilities of the MARS geometry package, is nearly identical
to problem 3. The only difference is in the modeling of the fuel assemblies. Each fuel rod in the 7 assemblies
is explicitly modeled. Each assembly is assumed to consist of an array of 17 x 17 fuel rods without any control
rods or water holes.

Descriptions of the eight problems, input data, and output results are contained in the following
sections. Problems 4 through 7 have been through a verification process using MORSE-SGC on a UNICOS
system on a CRAY computer (see Ref. 3). They have been part of the sample problem package for MORSE-
CGA (originally MORSE-CG) for many years, and, as a result, they have been tested on several generations
of main-frame computers and multiple versions of MORSE. Results have been checked against discrete-
ordinates calculations and compared with other Monte Carlo calculations. Additional information on Problems
4-7 appears in Refs. 2 and 3. Although this set of sample problems tests many of the options in the MORSE
code system, it is not all inclusive, nor is it intended to be. The sample problems are representative of the types
of problems that can be run. It may be beneficial to add other problems at some future date.

The sample problem results printed in this report are from an IBM RISC-6000 series workstation and
are for illustrative purposes only. Users should refer to the sample problem results that are distributed with
the SCALE code system because they will be the current results as run with the version being distributed.

F9.C.2 PROBLEM DESCRIPTION FOR SHIPPING CASK SHIELDING PROBLEMS

This sample problem is intended more to demonstrate specification of biasing parameters for
MORSE-SGC than to solve a practical shielding problem. The problem is to calculate the upper axial neutron
leakage from a dry shipping cask. The geometry of the cask was taken from Ref. 1. Basically, it is a
cylindrically symmetric model of the proposed IF300 Shipping Cask containing seven PWR fuel assemblies.
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A decay time of 120 days was assumed for the fuel. The 22 neutron energy groups used in the analysis are
from the 22N-18 COUPLE library in SCALE.

Again, it should be pointed out that biasing of a Monte Carlo calculation is more of an art form than
an exact science. Judgment, rules-of-thumb, and luck are all part of "proper biasing."

The first step involves the specification of the importance region geometry. The user should try to
define these regions in such a manner that particles of equal importance are grouped together. This means that
the importance regions are determined by the detector geometry and not by the source geometry. An additional
consideration is the detail one uses in defining these regions. Many small regions will increase computation
time because geometry tracking, the major consumer of computation time in Monte Carlo calculations, will
increase as the number of bodies in the geometric description increases. A few large regions, however, may
also increase computation time because of the lack of detail in the biasing information. A rough rule of thumb
1s to make importance regions around one mean-free path in thickness.

Using material boundaries for importance region boundaries does not increase computation time
because no new bodies are added to the geometric description. Therefore, these boundaries serve as a starting
point for region specification. For the upper axial shield, these boundaries result in a rather large importance
region for the depleted uranium. Therefore, this region was broken down into three regions, each with an optical
thickness of about one mean-free path. In addition, the outer stainless steel was divided into two regions. The
source was assigned to region 1. The material to the side of the source and below the axial shield was
designated region 8. The resulting region description is shown in Fig. F9.C.1.

The weight standards, based on the guidelines for Russian roulette and splitting (see Sect. F9.3. 1),
are shown in Table F9.C.1. These weight standards are only appropriate if no source biasing is used. Region
8, not covered by the guideline in Sect. F9.3.1, is less important than the source region because leakage from
the side of the cask is more probable. Therefore, WTAYV should be higher for region 8 than for region 1.
Arbitrarily, WTAV was assigned a value for region 8 that was twice that of the source region.

F9.C.3 RESULTS FOR SAMPLE PROBLEMS 1-3

This problem was run with MORSE-SGC using the weights of Table F9.C.1. Russian roulette and
splitting were the only biasing techniques used in the first calculation. The input is shown in Fig. F9.C.2. The
calculated upper axial leakage is 0.0261 neutron/source neutron. The calculated standard deviation for the
20,000 history run is 3.74% of the mean (i.e., 3.74% of 0.0261—considerably less than the 20% used as a
figure of merit for a "meaningful” calculation). A large number of contributions, 2437, were made to the
detector. The latter number is determined by multiplying detector 2 results by the number of source particles
(NSTRT*NITS) in the run. A "last-event” or "death” estimator was used, so the problem of underbiasing was
avoided.

This problem was also solved using the guidelines for path-length stretching (see Sect. F9.3.2). DIREC
was set to the cosine of the angle between the particle direction and the Z-axis by setting NPAST of the
1§ array to 1 and NDSG of the 3$ array to 3. The input is shown in Fig. F9.C.3. An upper axial leakage of
0.0266 was obtained with a fractional standard deviation of 3.8% for 20,000 histories. The number of
contributions made to the detector was 2682.

A third calculation, using source energy biasing parameters obtained from an adjoint XSDRNPM
calculation was also performed. The XSDRNPM input is shown in Fig. F9.C.4. The resulting adjoint fluxes
are shown in Table F9.C.2.

In order to do a source energy biasing calculation with Russian roulette and splitting, the weight
standards must be modified. The weights in Table F9.C.1 reflect the spatial dependence of the importance
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DETECTOR

ORNL DWG 81-19818

REGION 7  SS304 1.90 cm
REGION 6  SS304 191 cm
REGION S DEPLETED U 254 cm
REGION 4 DEPLETED U 254cm
REGION 3  DEPLETED U 254 cm
REGION 2  SS304 1.27 ecm
REGION 1 REGION 8

FUEL AND VOID
{NOT HOMOGENIZED)

S$S304 AND DEPLETED U
(NOT HOMOGENIZED)

Figure F9.C.1 Sample problem description

Table F9.C.1 Weight standards

Region WTAV WTHI WTLO
1 1.0 50 0.2
2 0.71 3.55 0.142
3 0.45 2.25 0.090
4 0.24 1.20 0.048
5 0.13 0.65 0.026
6 0.078 0.39 0.0156
7 0.054 0.27 0.0108
8 2.0 10.0 - 0.4

F9.C.3
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=nitawl .
0$$ 85 e 1$$% a2 11 e 1t
2$$ 8016 24000 25055 26000 28000 40000 42000 92235 92238 94239 94240 2t
end
=morse
morse-sgc/s sample problem #1
13579bAd£fdbs7
16$ 0 100 800 2001 0 01 10060O0C0O0
28%$ 3 13 88 8 1
366 22 5r0 042 22 014xr0 4001
456 014 0 O
56$ 20000102 11xr0 1 8x0
t

2d dry cask model

0000Q0

rce 0 0 -1 0 0 183.88 12.1
rce 00 -1 0 0 184.88 21.16
rcc 0 0 -1 0 0 183.88 36.42
rcc 0 0 -1 0 0 229.60 44.55
rcc 0 0 -1 0 0 230.87 45.82
rcc 0 0 -1 0 0 233.41 48.36
rcce 0 0 -1 0 0 235.95 50.90
rce 0 0 -1 0 0 238.49 53.44
rce 0 0 -1 0 0 242.30 57.25
rcce 0 ¢ -2 0 0 2.0000 60.00
rcc 0 0 -1 0 0 240.39 55.34
rcc 0 0 -1 0 0 229.50 58.00

end

sfl 1 -10 or 3 -2 -10

inv 4 -3 -10 or 2 -1 -10
ssl 5 -4 -10 -12

dul 6 -5 -10 -12

duz 7 -6 -10 -12

du3 8 -7 -10 -12

ss2 9 -11 -10 -12

alb 10 9

exv -9

ss3 11 -8 -10 ~12
ss4 5 12 -4 -10
dud4 8 12 -5 -~10
ss5 9 12 -8 -10
end
1123465€6 1 8 8
6 000O0O0O [0} 0 [¢]
11000 2 3 3328802232
0
6** 10.0 3r0.0 -36.42 36.42 ~36.42 36.42 0.0 182.88
8** 22r5.0 22r3.55 22x2.25 22rl1.2 22r.65 22r.39 22r.27 22rl10.
22r.2 22r.142 22r.09 22r.048 22r.026 22r.0156 22r.0108 22r.4
22rl1. 22r.71 22x.45 22r.24 22r.13 22r.078 22r.054 22r2.
176x0.
10** 1. .71 .45 .24 .13 .078 .054 2.
4.9338-4 1.9473-3 5.8223-3 1.9193-2 3.9752-2 5.1325-2 1.0834-1
8.7299-2 2.1106~-2 1.1541-1 2.0886-1 1.9255-1 1.3361-1 1.4261-2
2.1043-5 1.5248-6 1.0053-7 5r0.0
22r0.0
3.3607-4 1.4566-3 4.7086-3 1.6604-2 3.6095-2 4.8189-2 1.0487-1
8.6328-2 2.0664-2 1.1546-1 2.1259-1 1.9902-1 1.3943-1 1.4248-2
8r0.0
12$$ 6rl S5r2 2r3
13$$ 92235 92238 94239 94240 8016 40000 24000 25055 26000 28000
42000 92235 92238
14** 5.2666-5 6.1687-3 3.2769-5 1.4961-5 1.2538-2 1.7929-3
1.662-2 1.2-3 5.775-2 7.52-3 1.1-4 1.07-4 4.77-2
17** 8.611-5 7.295-4 2.007-3 1.009-2 2.516-2 5.07-2 .2123 .1581
.03157 .1331 .1737 .1386 .0636 6.131-6
t
neutron leakage
neutron leakage
19** £0.0
20** £1.0
t
end

1 7 8
0 0 0

Figure F9.C.2 MORSE-SGC sample problem 1 input - splitting and Russian roulette
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=nitawl

0$$ 85 e 1353 a2 11 e 1t

ng 8016 24000 25055 26000 28000 40000 42000 92235 352238 94239 94240 2t

en

=morse

morse-sgc/s sample problem #2
13579bd£dbg7

1$$ 0 100 800 2001 001110000

2$5 3 13 88 8 1

385 22 SrO 3422201404001

4$$ 0 14 0

5$$ 200 0 0102 11x0 1 8x0

2d dry cask model

0000

rce 0 0 -1 0 0 183.88 12.1

rcc 0 0 -1 0 0 184.88 21.16

rcc 0 0 -1 0 0 183.88 36.42

rce 0 0 -1 0 0 229.60 44.55

rcce 0 0 -1 0 0 230.87 45.82

rce 0 0 -1 0 0 233.41 48.36

rcc 0 0 -1 0 0 235.95 50.90

rcc 0 0 -1 0 0 238.49 53.44

rce 0 0 -1 0 0 242.30 57.25

rec 0 0 -2 0 0 2.0000 60.00

rcc 0 0 -1 0 0 240.39 55.34

rcc 0 0 -1 0 0 229.50 58.00
end

sfl 1 ~10 or 3 -2 -10

inv 4 -3 =10 or 2 -1 -10

ssl 5 -4 -10 -12

dul 6 -5 -10 -12

du2 7 -6 -10 -12

du3 8 -7 -10 -12

ss2 9 -11 -10 -12

alb 10 9

exv -9

ss3 11 -8 ~10 -12
ss4 5 12 -4 -10
dud 8 12 -5 -10
ss5 9 12 -8 -10

end
1123456117888
000000000O0O0CGDO00O
110002 33328802232
0

6** 10.0 3r0.0 -36.42 36.42 -36.42 36.42 0.0 182.88

8** 22r5.0 22r3.S55 22r2.25 22r1.2 22r.65 22r.39 22r.27 22rl0.
22r.2 22r.142 22r.09 22r.048 22r.026 22r.0156 22r.0108 22r.4
22rl1. 22r.71 22r.45 22r.24 22r.13 22r.078 22r.054 22r2.
11r.5 11x0. 1lr.5 11r0. 11lr.S5 11r0. 11lr.S 1ir0. 44r0.
11r.5 11r0. 11r.5 11ir0.

10** 1. .71 .45 .24 .13 .078 .054 2.

4.9338-4 1.9473-3 5.8223-3 1.9193-2 3.9752-2 5.1325-2 1.0834-1

8.7299-2 2.1106-2 1.1541-1 2.0886-1 1.9255-1 1.3361-1 1.4261-2

2.1043-5 1.5248-6 1.0053-7 5x0.0

22x0.0

3.3607-4 1.4566-3 4.7086-3 1.6604-2 3.6095-2 4.8189-2 1.0487-1

8.83%8—2 2.0664-2 1.1546~-1 2.1259-1 1.9902-1 1.3943-~1 1.4248-2

8ri

12$$ 6xrl1l S5r2 2r

13$$ 92235 92238 94239 94240 8016 40000 24000 25055 26000 28000

42000 92235 92238

14** 5.2666-5 6.1687-3 3.2769-5 1.4961-5 1.2538-2 1.7929-3

1.662-2 1.2-3 5.775-2 7.52-3 1.1-4 1.07-4 4.77-2

17** 8.611-5 7.295-4 2.007-3 1.009-2 2.516-2 5.07-2 .2123 .1581

.03157 .1331 .1737 .1386 .0636 6.131-6
t

neutron leakage
neutron leakage
19** £0.0
20** £1.0

t
end
=xsdrn
adjoint
0$$ a3 4 e
18616 741 0517830104013
386 0 1 e
5** a3 0 e

t

Figure F9.C.3 MORSE-SGC sample problem 2 input - path-length stretching
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13$$ 7rl 2r2 5r3 2r4 S

148$ 92235 92238 94239 94240 8016 40000 1001 1001 8016
24000 25055 26000 28000 42000 92235 92238 92238

15** 2.89622-5 3.39277-3 1.80229-5 8.2285-6 0.68958-2 9.86078-4
0.0 0.0 0.0 .01662 .0012 .05775 .00752 .00011
1.07-4 4.77-2 0
t

30%$ 73x0 1

31** 22rl. fO

t

33** f0 t

35** 391 0 14i 182.88 228.6 14i 229.87 1i 237.49 241.3 242.3

36%$$ 40rl 15r2 3 15r4 2r5 6

398812 3 435

4083 £3
t

end

Figure F9.C.4 XSDRNPM input to obtain BFS parameters for MORSE-SGC

Table F9.C.2 XSDRNPM adjoint fluxes
for source region

Energy group Total flux
1 106.9
2 96.99
3 93.24
4 78.56
5 64.03
6 58.65
7 56.01
8 53.86
9 53.43
10 48.61
11 38.65
12 33.14
13 25.26
14 8.891
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function. The source energy biasing parameters reflect the energy variation of the importance function in the
source region. By multiplying the weight standards in each region by the source weights for the source region,
the user is implementing an importarice function that is separable in energy and position. Such an importance
function is not optimal, but should improve the calculation over using only source energy biasing or only
Russian roulette and splitting.

The actual calculation of the weight standards is tedious. It involves first calculating the weights for
the source region by multiplying BFS(IG) (i.e., the adjoint fluxes from Table F9.C.2) by the natural
distribution [i.e., FS(IG) of the 17* array]. These weights are summed over energy, and the sum is divided by
the adjoint fluxes to obtain WTAV(IG) for the source region. All other weights are then multiplied by
WTAV(IG). The routine shown in Fig. F9.C.5 performs this operation.

The input for this calculation is shown in Fig. F9.C.6. An upper axial leakage of 0.0253 was obtained
with a fractional standard deviation of 4.46% for 20,000 histories. Fourteen-hundred-eighty-seven
contributions were made to the detector.

All three problems require the use of the special SUBROUTINE ESCAPE which is provided. The
number of contributions mentioned above is determined by multiplying the total number of source particles by
the result in the detector 2 position of the response which is a tabulation of the fraction of source particles that
contribute to the detector.

F9.C.4 SAMPLE PROBLEM 4: CGA1 (NEUTRON ONLY)

The fast-neutron fluence at several radial distances is calculated by MORSE-SGC for a point,
isotropic, fission source in an infinite medium of air. The air was assumed to be made up of only oxygen and
nitrogen with a total density of 1.29 g/t. The MARS array geometry package was used to describe the
concentric spherical shells of air surrounding the point source. Although the entire medium was air, the
geometry medium numbers alternate between each of the shells for use with the boundary-crossing estimator
(see part 4, Sect. 4.5.3, p. 4.5-28 of Ref. 3). This estimator requires that each detector lie on a boundary
separating two media. The cross sections for air used in this calculation were processed with LAVA (see
Ref. 4) and were for 22 neutron groups with 5 Legendre coefficients used for the angular expansion. Only the
top 13 neutron groups were analyzed. The group structure with the corresponding fraction of particles emitted
in each group is given in Table F9.C.3. Splitting, Russian roulette, and path-length stretching were also
implemented. Figure F9.C.7 contains the SGC input data.

' For this problem, the standard SOURCE was modified to set WATE = DDF and versions of routines
DIREC, GTMED, SDATA, and BDRYX were converted from the corresponding CGA routines. SDATA is
a routine for analysis of uncollided fluence, and BDRYX is for analysis of all boundary crossings (equivalent
to path length/unit volume) (see part 4, Sect. 4.6.4 of Ref. 3). Figure F9.C.8 is a listing of the modified
routines. CGA1 sample problem results from MORSE-SGC compared well with the original MORSE-CGA
runs. The detector responses differed about the same amount as they would if you ran a different random
number sequence (i.e., statistically, they were equivalent). The random walk produced the same type of events
and equivalent numbers of scatterings, Russian roulette kills, energy cut-offs, boundary crossings, etc.
Table F9.C.4 shows the results.

NUREG/CR-0200,
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subroutine sdata(d,xd,yd, zd,vel)
common/input/iadj (17) ,mxreg,mfis(10) ,maxgp,irds(11),ngpfs
common/point/1£fp(20)
dimension d({(1)
data icall/Q/
if(icall.ne.0) return
do 10 ig=1,ngpfs
ifs=1fp(8)+ig-1
write(6,1000) ig,d(ifs)
do 10 nreg=l,mxreg
iwthi=1fp(16) +maxgp* (nreg-1}+ig-1
d{iwthi)=d{iwthi)*d(ifs)
iwtlo=iwthi+maxgp*mxreg
d(iwtlo)=d(iwtlo)*d(ifs)
iwtav=iwtlo+maxgp*mxreg
d(iwtav)=d(iwtav)*d(ifs)
10 write(6,2000) ig,nreg,d{iwthi),d(iwtlo),d(iwtav)
icall=l
return
1000 format(ilQ,2el5.5)
2000 format(2il10,3el5.5)
end

Figure F9.C.5 MORSE-SGC routine to modify weight standards for source energy biasing

NUREG/CR-0200,
Vol. 2, Rev. 6 F9.C.8



=nitawl

0$$ 85 e 1$$ a2 11 e 1t

2$$ 8016 24000 25055 26000 28000 40000 42000 92235 92238 94239 94240 2t

end

=morse

morse-sgc/s sample problem #3
13579bd£fdb97

1$$ 0 100 800 2002 001110000

2% 3 13 88 8 1

366 22 5r0 342 22014x04 001

488 0 141 0

56$ 2 0000102 4r0 1 6r0 1 8r0

t
2d dry cask model
0000
rcc 0 0 -1 0 0 183.88 12.1
rcc 0 0 -1 0 0 184.88 21.16
recc 0 0 -1 0 0 183.88 36.42
rcc 0 0 -1 0 0 229.60 44.55
rce 0 0 -1 0 0 230.87 45.82
rec 0 0 -1 0 0 233.41 48.36
rcc 0 0 -1 0 0 235.95 50.90
rcc 0 0 -1 0 0 238.49 53.44
rcc 0 0 -1 0 0 242.30 57.25
rce 0 0 -2 0 0 2.0000 60.00
rcce 0 0 -1 0 0 240.39 55.34
rcc 0 0 -1 0 0 229.50 58.00
end
sfl 1 -10 or 3 -2 -10
inv 4 -3 -10 or 2 -1 -10
ssl 5 -4 -10 -12
dul 6 -5 -10 -12
du2 7 -6 -10 -12
du3 8 -7 -10 -12
ss2 9 -11 -10 -12
alb 10 9
exv -9

ss3 11 -8 -10 -12
ss4 5 12 ~4 -10
du4 8 12 -5 -10
ss5 9 12 -8 ~10

end
1123456117888
0000000000000
110002 33328802232
Q

6** 5.0 3r0.0 -36.42 36.42 -36.42 36.42 0.0 182.88
8** 22r5.0 22r3.55 22r2.25 22rl.2 22r.65 22r.39 22r.27 22r10.
22r.2 22r.142 22r.09 22r.048 22r.026 22r.0156 22r.0108 22r.4
22rl. 22r.71 22r.45 22r.24 22r.13 22r.078 22r.054 22r2.
11r.5 11r0. 11r.5 11r0. 11r.5 11r0. 11lr.5 11r0. 44x0.
11r.5 11r0. 1ir.5 11x0.
10** 1. .71 .45 .24 .13 .078 .054 2.
4.9338-4 1.9473-3 5.8223-3 1.9193-2 3,9752-2 5.1325-2 1.0834-1
8.7299-2 2.1106-2 1.1541-1 2.0886-1 1.9255-1 1.3361-1 1.4261-2
2.1043-5 1.5248~6 1.0053-7 5r0.0
22r0.0
3.3607-4 1.4566-3 4.7086-3 1.6604-2 3.6095-2 4.8189-2 1.0487-1
8.6328-2 2.0664-2 1.1546-1 2.1259-1 1.9902-1 1.3943-1 1.4248-2
8r0.0
128$ 6r1 5r2 2r3
13$$ 92235 92238 94239 94240 8016 40000 24000 25055 26000 28000
42000 92235 92238
14*%* 5,2666-5 6.1687~3 3.2769-5 1.4961-5 1.2538-2 1.7929-3
1.662-2 1.2-3 5.775-2 7.52-3 1.1-4 1.07-4 4.77-2
17** 8.611-5 7.295-4 2.007-3 1.009-2 2.516-2 5.07-2 .2123 .1581
.03157 .1331 .1737 .1386 .0636 6.131-6
18** 107. 97.0 93.2 78.6 64.0 58.6 56.0 53.9 53.4 48.6 38.6 33.1
25.3 8.89
t
neutron leakage
neutron leakage
19** £0.0
20** £1.0
t
end

Figure F9.C.6 MORSE sample problem 3 input - source energy biasing, path-length stretching,
splitting, and Russian roulette
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Table F9.C.3 Fission spectrum in 14-group structure

Group No. Energy limits (MeV) Fraction of source neutrons
1 15.0-12.21 1.5579(-4)"
2 12.21-10.0 8.9338(-4)
3 10.0-8.187 3.4786(-3)
4 8.187-6.36 1.3903(-2)
5 6.36-4.966 3.4557(-2)
6 4.966-4.066 3.5047(-2)
7 4.066-3.012 1.0724(-1)
8 3.012-2.466 8.8963(-2)
9 2.466-2.350 2.3186(-2)

10 2.350-1.827 1.2030(-1)
11 1.827-1.108 2.1803(-1)
12 1.108-0.5502 1.9837(-1)
13 0.5502-0.1111 1.4036(-1)
14 0.1111-0.3355 1.5489(-2)

"Read as 1.5579 x 10*.
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=morse

morse sample problem #4 point fission source in air

343277244615

145 0 200 400 10 1 0 0 1 1
2%% 1 1 010
35S 13 05z 6313 014z 2 0 22
455 0 14 0 O

566 7 4z 1 01 4z 15z 1 f0 ¢t

sample prob. #4 for morse

0 0 0 10
sph

sph

sph

sph

sph

sph

sph

sph

sph

sph

sph

sph

sph

sph

end

air

air

air

air

air

air

air

air -7
air -8
air +10 -9
air +11 -10
air +12 -11
air +13 ~12
air +14 -13
end

.

COODODOOOOO0O0O0O00D0O
W e e e vt e s e e e e e s
ODOO0OO0OO0DDOO0OOoOOOO0O
o« e s e s e N N
COOCOCOOOOOQOO00O
BRI

e e e
o
N

+ +
SR

-1
-2

+ +
- W
[}
w

-4
-5
-6

+ 4+ + 4
Wwoo~lovn

1 1 1 1 1 1 1 1
14*0

1 2 1 2 1 2 1 2
0
6** 3, 9=z

8** 13r10.0 13xrl.0e-2 13rl.0e-1 13r5.0e-1

1288 1
138 7014
14** 1.16
17**

1

4z

3.0e+03
5.0e+03
7.5e+03
1.0e+04
1.5e+04
2.0e+04
3.0e+04
6.0e+04
7.0e+04
9.0e+04
1.2e+05
1.5e+05
1.0e+06
1.0e+07

1.5579e~-4 8.9338e-4 3.4786e-3 1.3903e-2 3.4557e-2 3.5047e-2 1.0724e-1
8.8963e-2 2.3186e-2 1.2030e~-1 2.1803e-1 1.9837e-1 1.4036e-1 1.5489%e-2

t
sambo analysis input data
4 pi r**2 fluence

19**
0. 0. 1.0e+4
0. 0. 2.0e+4
0. 0. 3.0e+4
0.+ 0. 6.0e+4
0. 0. 7.0e+4
0. 0. 9.0e+4
a. 0. 12.0e+4
20**
1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0
t
end

Figure F9.C.7 MORSE-SGC sample problem 4 (CGA1) input data

Fo.C.11

Sy
oo
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F9.C.5 SAMPLE PROBLEM 5: CGA2 (COMBINED NEUTRON-GAMMA)

The secondary gamma-ray dose rate due to neutrons of energies greater than 0.011 MeV at several
radial distances is calculated by MORSE for a point, isotropic, 12.2 to 15 MeV source in an infinite medium
of air. The air was assumed to be made up of only oxygen and nitrogen with'a total density of 1.29 g/¢. The
Multiple ARray System (MARS) combinatorial geometry package was used to describe the concentric
between each of the shells for use with the boundary-crossing estimator (see part 4, Sect. 4.5.3, p.4.5-28
of Ref. 3). This estimator requires that each detector lie on a boundary separating two media. The cross
sections for air used in this calculation were processed with LAVA and were for 22 neutron groups and 18
gamma groups with 5 Legendre coefficients used for the angular expansion. All 22 neutron groups were
analyzed because of the inability of MORSE-SGC to process only part of the groups, and the top 17 gamma
groups were analyzed. The group structure and the response functions are given in Table F9.C.5. Splitting,
Russian roulette, and path-length stretching were also implemented. Figure F9.C.9 contains the SGC input.

This problem is similar to problem number 4 except that the gamma rays must be produced and
transported. The same user routines (SOURCE, BANKR, SDATA, BDRYX) written for problem number
4 are used here (see Fig. F9.C.8). Also, additional input is required for time-dependent analysis and for the
GWLOW array. CGA2 sample problem results from MORSE-SGC compared well with the results obtained
by running the modified version of this problem with MORSE-CGA. For neutron dose rates, the uncollided
response was identical through several decimal places since it was a one-group source, and no random numbers
were used to calculate the uncollided; and the total response was statistically equivalent. The gamma dose rate
was also in good agreement. The random walk events (e.g., scatterings, boundary crossings, gamma
production, particle deaths) differed by no more than the amount a second run with a different random number
would produce with either code. Table F9.C.6 shows the results.

F9.C.6 SAMPLE PROBLEM 6: CGA6 (GAMMA ONLY)

The gamma-ray dose rate for a point, isotropic, 4-5 MeV source in an infinite medium of air is
calculated by MORSE. The air is assumed to be made up of only oxygen and nitrogen with a total density of
1.29 g/t. The cross-section data, as processed by LAVA, had 22 neutron/18 gamma groups, but MORSE uses
only the gamma groups.

This problem is similar to problem No. 4 except it is a gamma-only problem. The same user routines
(SDATA, BDRYX, SOURCE, DIREC, and GTMED) written for problem No. 4 are used here (see
Fig. F9.C.8).

Figure F9.C.10 contains SGC input data.

CGAG6 sample problem No. 6 results from MORSE-SGC compared well with the original MORSE-
CGA results. The uncollided gamma dose rate was the same through several decimal places, and the total
gamma response was statistically equivalent. The random-walk events differed by no more than the amount
that a second run using a different random number would produce. Table F9.C.7 shows the results.

F9.C.7 SAMPLE PROBLEM 7: CGAS8 - COLLISION DENSITY PROBLEM
The collision density sample problem is similar to sample problem No. 4 except in the types of
estimates calculated. First, a boundary-crossing estimator is used for 5 spherical shells (NDC = 5). Second,

a collision-density estimator is used in RELCOL for nine detector regions. Third, subroutine ENDRUN, as

NUREG/CR-0200,
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function direc(d,1d)
double precision rl,r2,cos
double precision x.,y.z,u,v,w,x0ld,yold, zold,uold, vold,wold
common /nutron/ name,iqg7,namex,ig,igo,nmed,medold,nreg,u,v,w,uold
* ,vold,wold,x,y,z,x0ld,yold, zold,wate, oldwt,wtbec,blznt,blzon,age ,
* oldage, lnpl, lnp2, 1np3, inp4,1lnpS, 1np6, Inp7, 1np8, 1np9. 1npl0, 1npll,
* lnpl2,1lnpl3,1inpl4, 1npiS, lnplé,1lnpl7, lnpl8, Inpl9, inp20, Inp21
dimension d(*),1d(*)
rl=uold*xold+vold*yold+wold*zold
r2=sqrt (xold**2+yold**2+z0ld**2)
if(r2-1.e-6) 10,10,5
5 cos=rl/r2
direc=cos
return
10 direc=1.
return
end
subroutine gtmed (mdgeom,mdxsec)
data medle/l/,med2e/2/
if (mdgeom-med2e) 10,5,10
5 ndxsec=medle
return
10 mdxsec=mdgeom
return
end
subroutine sdata( d,xd,yd,zd,vel)

subroutine sdata calculates uncollided gquantities of
interest at each detector position for each batch

an0aaon

dimension d(*),xd(*),yd(*),zd(*),vel(*)

double precision x,y.z,u,v,w,x0ld,yold,zold, uold,vold, wold

common /nutron/ name, ig7,namex,ig,igo,nmed,medold,nreg,u,v,w,uold
* ,vold,wold,x,y,z,x0ld,yold, zold,wate,oldwt,wthc,blznt,blzon, age ,
* oldage, 1npl,1lnp2, 1np3, lnp4, 1npS, 1npé, lnp7, 1np8, lnp9, 1Inpl0, Inpll,
* 1lnpl2,1lnpl3,1lnpl4,1npls, 1npl6, 1npl7, 1npl8, 1lnpl2, lnp20, lnp21
common/input/iadjm,nstrt,nmost,nits,nquit,ncoltp,istat,nsplt,
nkill,npast,noleak, iebias,nkcalc,normf, media,nmix,medalb,mxreg,
mfistp,nnga,ngga,nngtp, ngopt, iggopt,ndsn,ndsg,ncoef,nsct,maxgp,
irdsg,istr, ifmu,imom,iprin,ipun, ixtape, ixtape,ioér,igagpt, isour,
ngpfs, isbias,nsour, nd,nne,ne,nt,na,nresp,nex,nexnd,iflag(20),
tmax, tcut,wtstrt,agstrt,xstrt,ystrt, zstrt, uinp,vinp,winp,nxpm,
nhistr,nhismx,nbind(36),ncolls(13), ng,iftg,igg,nnuc,idt,nrp,nim,
n2m, nsgps, title(20),dat(8) ,jftg,kftg.lftg
common/gdet/locrsp, locxd, locib, locco, loct, locud, locsd, locge,

* locgt, locgte, locgae, Imax, efirst, egtop

common /point/1lfpl,lfp2,1£fp3,1fp4,lfp5,1£fp6,1fp7,1£fp8,1£fp2, 1lfplo,
* 1fpil,1fpl2,1fpl3,1£fpld,1£fpl5,1£fpl6,1fpl7,1£fpl8, Lfpl9, 1fp20,
* 1fp21,1fp22,1£fp23,1£fp24,1apl, lap2, lap3, lap4,laps5, lap6,lap7.lspl,
* 1lsp2,1lsp3, 1lfp25,1fp26,1£fp27,1£fp28,1£fp29,1£fp30,1£fp31,1£fp32, 1x1,
* 1x2,1x3,1x4,1t1,1t9

nntg=nnga+ngga

call nsigta(ig,ig,nmed,pnab,d(1£fpll),d(1fpl0),tsig, nmtyg, media)

ia= nd

do 5 i=1,nd

ia=ia+l

xi=zd{ia)

con = wate*exp(-tsig*xi)

call fluxst(i,ig,ig,ta,cosi,-1, d(locib+3*ne), d{locge), d{loct),
* d(loct+nd*nt), d(locceo), d(locgte), d{locgae), d(locud},
d(locsd}, d{locgt), d{locrsp),con,nmtg,ne,nd,nt,na,nresp)
c call fluxst(i,ig,con,ta,cos,-1)
c * * switch=-1 - store array ud only

S continue
return
end

A% % % % % #

Figure F9.C.8 MORSE-SGC user routines for sample problems 4, 5, and 6
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subroutine bdryx(d,ra,extrd,nd, nmtg)

c this version is for morse-sgc with morse-cga sample prob *=***
c for use in spherical geometry only
c
c identifies detector position with a boundary crossing and then
c calculates and sums quantities of interest for each batch.
c
common /perm/ inn,iout,nlft,lci,nl2,nl4,nl6,n17,n81,n90,n91,n92
1 ,n95,n96,n97,n98
common/qgdet/locrsp, locxd, locib, locco, loct, locud, locsd, locge,
* locgt, locgte, locgae, lmax,efirst, egtop
double precision x,y,z,u,v,w,x0ld,yold, zold,uold, vold, wold
common /nutron/ name, iqg7,namex, ig, igo,nmed, medold, nreg,u,v,w,uold
* ,vold,wold,x,y,z,x0ld,yold, zold,wate, oldwt,wtbe,blznt,blzon, age ,
* oldage,lnpl,lnp2, 1lnp3, 1np4, 1np5, 1npé6, 1np7, 1np8, 1np9, Inpl0, lnpll,
* 1lnpl2,1lnpl3, 1lnpl4, lnpl5, 1npl6, Inpl7,1npl8, Inpl9, 1np20, 1np21
common/input/iadjm,nstrt,nmost,nits,nquit,ncoltp, istat,nsplt,
* nkill,npast,noleak,iebias,nkcalc,normf, media,nmix,medalb,mxregqg,
* mfistp,nnga,ngga,nngtp, ngopt,iggopt,ndsn,ndsg,ncoef,nsct,maxgp,
* irdsg,istr, ifmu,imom,iprin,ipun,ixtape, jxtape,iobr,iggpt, isour,
* ngpfs, isbias,nsour, nz,nne,ne,nt,na,nresp,nex,nexnd,iflag(20),
* tmax, tcut,wtstrt,agstrt,xstrt,ystrt,zstrt, uinp,vinp,winp,nxpm,
* nhistr,nhismx,nbind(36),ncolls(13), ng,iftg,igg,nnuc,idt,nrp,nlm,
* n2m,nsgps.title(20),dat(8) ,jftg.kftg,lftg
double precision xdum,ydum, zdum, udum, vdum, wdum
double precision r21,r2,r22,cos,era
dimension d(*),extrd(nd,1l),ra(*)
integer extrd
xdum=x
ydum=y
zdum=2
udum=u
vdum=v
wdum=w
call netlev(2,d)
r2l = sqgrt (x**2 + y**2 + z**2)
r2 = r21*0.99
r22 = r21*1.01
do 5 i=1,nd
if (r2-ra{i)}) 15,15.5
S continue
go to 10
15 if (r22-ra(i)) 10,20,20
20 era = U*X + V¥Y + w*z
cos = era/r2l - 1l.e-10
if (cos) 30,25,30
25 write (iout,1000)
1000 format(1h0,1l4h cos=0.,return)
go to 10
30 abcos=abs (cos)
if (abcos-1.0001) 40,40,35
35 write (iout,1010) abcos
1010 format(1lhO, 'abcos.gt.l. = ‘,el(.4)
call errtra
40 if (abcos-0.01) 45,50,50
45 abcos = 0.005
50 con=wate/abcos
call fluxst(i,ig,ig,ta,cosi,0, d(locib+3*ne), d(locge), d(loct),
* d(loct+nd*nt), d{locco)., d{locgte), d(locgae), d{locud),
* d{locsd), d{locgt). d(locrsp),con,nmtg,ne,nd,nt,na,nresp)
c call fluxst(i,ig, con,age,cos,0)
c * * switch = 0 -- store in all relevant arrays except ud
c inn = locxd + 6*nd + i
¢ * * this store is in the first of the nexnd arrays set aside by scorin
extrd(i,1l) = extrd(i,1l) + 1
10 x=xdum
y=ydum
z=zdum
u=udum
v=vdum
w=wdum
return
end
Figure F9.C.8 (continued)
NUREG/CR-0200,
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o000 0n0

subroutine source(d,ld, fse, £fs,bfs,mirz, mmiz, nmtg, media,b)

double precision x,y,z,u,v,w,.x0ld,yold, zold,uold, vold, wold

double precision b,ul,vl,wl,fltrn

double precision xb,wb,wp,xp,rin,rout,pinf,dist,dist0

integer blznt,blzold

if itstr=0, must provide ig,x,y.z,u,v,w,wate and ag if desired to be
different from card values (which are the values input to source)

if itstr=1,

50

100

110

ig is the grp no. causing fission, must provide new ig

common/input/iadjm,nstrt,nmost,nits,nquit,ncoltp, istat,nsplt,

* * % * A X *

nkill,npast,noleak, iebias,nkcalc, normf, mmdia,nmix,medalb,mxreg,
mfistp,nnga,ngga,nngtp, ngopt, iggopt,ndsn,ndsg,ncoef,nsct, maxgp,
irdsg,istr, ifmu,imom, iprin,ipun, ixtape, jxtape,iobr,iggpt, isour,
ngpfs,isbias,nsour, nd,nne,ne,nt,na,nresp,nex,nexnd,iflag(20},
tmax, tcut,wtstrt,agstrt,xstrt,ystrt,zstrt, uinp,vinp,winp,nxpm,
nhistr,nhismx,nbind(36),ncolls(13), ng,iftg,igg,nnuc,idt,nrp,nlm,
n2m,nsgps, title(20),dat(8) ,jftg,kftg,lftg

common /point/lfpl,lfp2,1fp3,1£fp4,1fp5,1£fp6,1fp7,1£p8,1£fp9, 1lfplo,

* * * *

1x2,1x3,1x4,1tl,1¢t9

1fp11,1£fp12,1£fpl13,1£fpl4,1£fpl5,1£fpl6,1£fpl17,1£fpl8,1£fpl9,
1fp21,1£fp22,1£p23,1£fp24,1lapl,lap2,lap3,lapd,laps5, lapb,lap?,lspl.
1sp2,1sp3, 1fp25,1fp26,1£fp27,1£fp28,1£p29,1£fp30,1£fp31,1£fp32, 1x1,

1fp20,

common /perm/ inn,iout,nlft,leci,nl2,nl4,nlé6,n17,n81,n90,n91,n92

1 ,n%5,n%6,n97,n98

common/apoll/dff,ddf, deadwt (5), eta, etath,etausd, xtra(10), iters,
* itime, itstr,maxtim,mgpreg, inalb,ndead(5S), newnm,ngeom, nlast,nmem,

* nmgp,mmtg, npscl{l3),nsigl,nxtra(l0),nsup,ninf

common /nutron/ name, ig7,namex, ig, igo,nmed, medold,nreg,u,v,w,uold
* ,vold,wold,x,y,z,x0ld,yold, zold,wate, oldwt,wtbc,blznt,blzon,age .,
* oldage,lnpl, 1np2, 1np3, lnp4, 1npS, Inpé, 1np7, 1np8, 1np9, 1npll, 1npll,
* Inpl2,1lnpl3,1npl4,1lnplsS,1nplé, Inpl7,1npl8, 1npl9, Inp20, Inp21
common/parem/xb(3),wb(3),wp(3),xp(3),rin, rout,pinf,dist,ir,idbg ,
1 irprim,nasc,lsurf,nbo,lri,lro, kloop, loop, itype,nla
common/gomloc/ kma,kfpd,kler,knbd, kior,kriz,krcz, kmiz, kmez, kkrl,

1 kkr2, knsr,kvol, nadd, 1data, 1tma, l1fpd, numr, irtru, numb,nir, kbiz, kbecz

common /mgomv/ mus,muz,ll,ipret,iflow,iect,nlo,igx
common /orgi/ dist0O,markg,nmedg,nblz,blzold,irpold

common/repeat/jp(20)

common/arar/nby,nlev,nar,nq, iaw, iay,nf,nx1(3)

common/gdet/locrsp, locxd, locib, locco, loct, locud, locsd, locqe,

* locqt, locgte, locgae, lmax,efirst, egtop
common/save/dum, icall,du2(9)
common/scalop/ itypel, jtype

dimension fs(*),bfs(*),d(*),mirz(*),mmiz(*), £se(nmtg,media)

dimension 14(*)
dimension b(3)

continue

age=agstrt

ilg=iggpt

if (icall) 110,110,100
icall = 0
write(iout,10300) xstrt,ystrt,zstrt
if{isour.gt.0) 4df=1.0
continue

if (itstr.ne.0) go to 130
wate=ddf

nty=0

120 continue

130

xstrt
ystrt
zstrt

x
Y

z
11=0
jl=0
jlu=0
b(l)=x

Figure F9.C.8 (continued)
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b(2)=y
b(3)=z
call dgtiso(ul,vl,wl)

135 wb(l)= u

kloop=kloop+1
nix=6*nlev+4
if (nlev.le.0) go to 150
do 140 i=1,nix
ixl=jp(12}+i-1
1d{ix1)=0
140 continue
150 continue
jp4=3jp(4)
JjpS=3ip(5)
Jp7=3p (7}
jp8=Jjp(8)
jp0=3ip(10)
call cali(jl.jlu,b,wb,jp,d(jpd).d(3p5).d(3p7),d(ip8),.d(35p0),
1 d(kfpd).d(kma),d(klcr),d,d)
blznt=nblz
if (irprim.le.0) call abend(1d)
nmed=mmiz (irprim)
nreg=mirz (irprim)
if (itstr.ne.0) go to 210
if (ilg.le.0) go to 170
if (nmed.eq.ilg) go to 170
160 continue
nty = nty+1
if (nty.ge.1000) go to 250
go to 120
170 continue
r=fltrn()
if (isour.gt.0) go to 190
do 180 i=1,ngpfs
if ( isbias.eq.0 ) go to 185
if ( r.le.bfs{i) ) go to 200

go to 180
185 continue

if ( r.le.fs(i) )} go to 200
180 continue

write(iout,10500) (fs(k),k=1,nmtg)
call errtra
190 continue
isbias=0
i=isour
200 continue
ig=i
if (isbias.ne.0) wate = wate*fs(i)
210 continue
return
250 continue
write(iout,10600) nty
wate = 0.0
return
10200 format(ix,10el2.4,/)
10300 format(//,S5x, 'source location is’,/,5x,1p,3el5.5 )
10500 format({//,10x, 36h error in fs array in source routine,//, 100(
* 10x,1p,10el2.5,/),7/)
10600 format({//,10x, 46ha source starting position was not found after,
* iS5, 6h tries,/)
end

Figure F9.C.8 (continued)
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Table F9.C.4 Results from sample problem 4 (CGA1)

47r? fluence
Uncoll. ESD Total FSD
Detector No. response uncoll.  response total
1 3.4192E-01 0.00659 1.8103E+0 0.06953
2 1.2887E-01 0.01253 1.8715E+0 0.05715
3 5.1554E-02 0.01822 1.6242E+0 0.05508
4 4.1993E-03 0.03357 5.4490E-01 0.06567
5 1.9259E-03 0.03798 3.5945E-01 0.10577
6 4.2804E-04 0.04595 1.3052E-01 0.07288
7 4.9218E-05 0.05680 3.8628E-02 0.20537
Neutron deaths No. Weight
Killed by Russian roulette 238 0.16344E+01
Escaped 0 0
Reached energy cutoff 1792 0.14556E+04
Reached time cutoff 0 0
Number of scatterings No.
Medium 1 37727
NUREG/CR-0200,
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Table F9.C.5 Neutron and gamma-group structure and response functions

Upper neutron Henderson Upper gamma Henderson
Group No. energy (eV) tissue dose energy (eV) tissue dose”
1 14.0(+6)" 5.4579(-9) 10.0(+6) 2.7727(-9)
2 12.2(+6) 5.1339(-9) 8.0(+6) 2.3180(-9)
3 10.0(+6) 4.8409(-9) 6.5(+6) 1.9373(-9)
4 8.18(+6) 4.6175(-9) 5.0(+6) 1.6091(-9)
5 6.36(+6) 4.4454(-9) 4.0(+6) 1.3389(-9)
6 4.96(+6) 4.3144(-9) 3.0(+6) 1.1299(-9)
7 4.06(+6) 4.0126(-9) 2.5(+6) 9.8058(-10)
8 3.01(+6) 3.3938(-9) 2.0(+6) 8.4739(-10)
9 2.46(+6) 3.1489(-9) 1.66(+6) 7.3278(-10)
10 2.35(+6) 3.0892(-9) 1.33(+6) 6.0565(-10)
11 1.83(+6) 2.6435(-9) 1.0(+6) 4.6558(-10)
12 1.11(+6) 1.9751(-9) 0.8(+6) 3.6869(-10)
13 5.50(+5) 1.1236(-9) 0.6(+6) 2.8622(-10)
14 1.11(+5) 2.2958(-10) 0.4(+6) 1.9841(-10)
15 3.35(+3) 0 0.3(+6) 1.3585(-10)
16 5.83(+2) 0 0.2(+6) 7.3791(-11)
17 1.01(+2) 0 0.1(+6) 3.6825(-11)
18 2.90(+1) 0 0.05(+6)
19 1.07(+1) 0
20 3.06(+0) 0
21 1.12(+0) 0
22 0.414(+0) 0
Units of rad (y/cm?).
PRead as 14.0 x 10°.
NUREG/CR-0200,
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=morse
sample problem 5 (neutron-gamma)
137012466105
1$$ 0 500 1000 10 1 0 0 1 1 1 4z
2$% 1 1 010
3¢ 22 17 5z 6 3 40 62 2 0 2z
4$$ 1 000
58$ 10 4z 20 14z 1 5z 1 f0 t
sample prob. #5 for morse

000 10
sph 0. 0. 0. 3.0e+03
sph 0. Q. 0. 5.0e+03
sph 0. 0. 0. 7.5e+03
sph 0. 0. 0. 1.0e+04
sph 0. 0. 0. 1.5e+04
sph 0. 0. 0. 2.0e+04
sph 0. 0. 0. 3.0e+04
sph 0. 0. 0. 6.0e+04
sph 0. 0. 0. 7.0e+04
sph 0. 0. 0. 9.0e+04
sph 0. 0. 0. 1.2e+05
sph 0. 0. 0. 1.5e+05
sph 0. 0. 0. 1.0e+06
sph 0. 0. G. 1.0e+07
end
air +1
air +2 -1
air +3 -2
air +4 -3
air +5 -4
air ' +6 -5
air +7 -6
air +8 -7
air +9 -8
air +10 -9
air +11 -10
air +12 -11
air +13 -12
air +14 ~13
end

1 1 1 1 1 1 1 1 1 1 1 1 1 1
14*0

1 2 1 2 1 2 1 2 1 2 1 2 1 0
0
6** 6. 1. 2z 6xr0.0
8**

19r10.0 3r2.0 13r5.0 5r2.0 40ri.0e-3 19r0.5 3r0.2 13rl.0 5r0.5
13r0.5 9z 13x0.5 S5z

11**
.7 .7 .5 3 .1 .05 .005
.01 62z
.0 5.00e-4 5.0e~-4 5.0e-3 1.0e-3 2.0e-3 2.0e-3
1.0e-2
1288 1

Figure F9.C.9 MORSE-SGC sample problem 5 (CGA2) input data
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13$$ 7014 14** 1.16
t
{cm**2 rad/source)
4 pl r**2 neutron dose rate
4 pi r**2 gamma dose rate
19**
5.0+3
7.5+3
1.0+4
1.5+4
3.0+4
6.0+4
7.0+4
9.0+4
1.20+5
1.50+5

.

.

.

[eReNaleNeNeNeNeRe Nl
OO0 OCOO0ODO0OOOCO

20**

5.457%e-9 5.1339e-9 4.804%e-9 4.6175e-9 4.4454e-9 4.3144e-9 4.0126e-9
3.3938e-9 3.148%e-9 3.0892e-9 2.6435e-9 1.9751e-9 1.1236e-9 2.2958e-10
25r0.0

22r0.0

2.7727e-09 2.3180e-09 1.9373e-09 1.6091e-09 1.3389e-09 1.1299e-09
9.8058e-10 8.4739e-10 7.3278e-10 6.0565e-10 4.6558e-10 3.6869e-10
2.8622e-10 1.9841e-10 1.3585e-10 7.3791e-11 3.6825e-11

t .
end

Figure F9.C.9 (continued)
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Table F9.C.6 Results from sample problem 5 (CGA2)

4mr? neutron dose rate (cm? rad/source)

: Uncoll. FSD Total FSD
Detector response uncoll. response total
1 3.6315E-09 0 5.9368E-09 0.03125
2 2.9621E-09 0.00017 5.9944E-09 0.02030
3 2.4162E-09 0.00007 6.0837E-09 0.01161
4 1.6076E-09 0.00003 5.9268E-09 0.03035
5 4.7353E-10 0.00015 4.5111E-09 0.01677
6 4,1084E-11 0.00015 1.9427E-09 0.06627
7 1.8188E-11 0.00005 1.4891E-09 0.04963
8 3.5645E-12 0.00011 6.3351E-10 0.05068
9 3.0927E-13 0.00005 2.2177E-10 0.19275
10 2.6832E-14 0.00011 4.6922E-11 0.06199
4nr* gamma dose rate (cm? rad/source)
Total FSD
Detector respon total
1 5.8971E-10 0.07463
2 8.0956E-10 0.05328
3 9.9445E-10 0.04316
4 1.1589E-09 0.02569
5 1.1439E-09 0.02597
6 6.4773E-10 0.02692
7 4.9373E-10 0.03021
8 2.7453E-10 0.03264
9 1.1823E-10 0.06700
10 4.9335E-11 0.08268
Neutron deaths i_Ng Weight
Killed by Russian roulette 5472 0.49019E+01
Escaped 0 0
Reached energy cutoff 12534 0.52371E+04
Reached time cutoff 0 0
Number of scatterings No.
Medium 1 896906
NUREG/CR-0200,
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=morse

sample problem 6 gamma only
343277244615

188 0
2588 1

1000 1000
101 0

5

1

36$ 0 17 52 6 3 18 0 5z 2 3z

45$ 4

3z

5$%$ 10 4z 1 0 1
sample prob. #6 for morse

[=NeNoNoRolaNaNolajaloNeNoNel

0

0 3rl 4z

4z 1 5z 1 £0 ¢

-1
-2
-3
-4
-5
-6
-7
-8
-9

-10

-11

-12

-13

18rl.e-3

000 10
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
end
air +1
air +2
air +3
air +4
air +5
air +6
air +7
air +8
air +9
air +10
air +11
air +12
air +13
air +14
end

1 1 1
14*0

1 2 1
0
6** 3, 3z 6x0.0
8** 18rl10.
1288 1 13%$ 7014

14** 1.16
sambo analysis sample problem 6
4 pi r**2 gamma dose rate

19**

20**

0000000000

.

coocoocofP e

t

0. 0
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.
0. 0.

1 1 1

2 1 2

18r.5S

5.0+3
7.5+43
1.0+4
1.5+4
3.0+4
6.0+4
7.0+4
9.0+4
1.2045
1.50+45

RFRPRPROJOAWN R JIO W

.0e+03
.0e+03
.5e+03
.0e+04
.5e+04
.De+04
.0e+04
.0e+04
.0e+04
.De+04
.2e+05
.5e+05
.0e+06
. De+07

2.7727e-09 2.3180e-09 1.9373e-09 1.6091e-09 1.3389e-09 1.1299e-09
9.8058e-10 8.4739%e-10 7.3278e-10 6.0565e-10 4.6558e-10 3.6869%e-10
2.8622e-10 1.9841le-10 1.3585e-10 7.3791e-11 3.6825e-11

t
end

Figure F9.C.10 MORSE-SGC sample problem 6 (CGA6 gamma only) input data
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Table F9.C.7 Results from sample problem 6

4nr’ gamma dose rate

Uncoll. FSD Total FSD
Detector response uncoll. response total
1 1.3379E-09  0.00013 1.4827E-09 0.01092
2 1.2199E-09  0.00010 1.4169E-09 0.01102
3 1.1124E-09  0.00008 1.3725E-09 0.01082
4 9.2490E-10  0.00011 1.2388E-09 0.01386
5 5.3162E-10  0.00015 8.9717E-10 0.01824
6 1.7563E-10  0.00010 4.0302E-10 0.01778
7 1.2142E-10  0.00002 3.0910E-10 0.01254
8 5.8026E-11  0.00007 1.7035E-10 0.03963
9 1.9171E-11  0.00007 7.0052E-11 0.04644
10 6.3336E-12  0.00010 2.7444E-11 0.08996
Neutron deaths No. Weight
Killed by Russian roulette 125 0.87152E-01
Escaped 0 0
Reached energy cutoff 4953 0.38459E+04
Reached time cutoff 0 0
Number of scatterings No.

Medium 1 88024
NUREG/CR-0200,
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described in Ref. 5, is used to obtain estimates of the collision-density fluence averaged over regions specified
by the geometry input. Also, in versions of MORSE containing the track-length/unit-volume calculation,
ENDRUN calculates track-length-per-unit-volume estimators for the geometry regions. At the present time,
MORSE-SGC does not have this option, and the coding is deactivated.

This - problem uses special versions of subroutines SDATA, BDRYX, INSCOR, RELCOL,
RGTOMD, ENDRUN, and GTVOL, which are listed in Fig. F9.C.11, as well as SOURCE and GTMED
routines from sample problem 4. INSCOR reads in NDC, the number of detectors to be stored in by BDRYX
and SDATA; RELCOL uses detector numbers NDC+1 to ND. Input is given in Fig. F9.C.12.

CGA collision density problem results from MORSE-SGC compared well with the results obtained
by running the modified version of this problem with MORSE-CGA. The uncollided neutron fluence was the
same through several decimal places, and the total neutron and total gamma-ray fluences were statistically
equivalent. The random-walk events are comparable in the two runs. Table F9.C.8 shows the results.

An additional fluence estimate per group and region is calculated in ENDRUN by using real collision
weights. Although it is known that these results are not very dependable statistically, the two codes produced
comparable results. For instance, region 1 primary (neutron) fluence estimate was 2.982E-9 for SGC and

3.090E-9 for CGA, while secondary (gamma-ray) fluence was 1.554E-9 for SGC and 1.548E-9 for CGA. No
FSDs are associated with these values.

F9.C.8 SAMPLE PROBLEM 8 RESULTS: ILLUSTRATES USE OF MARS ARRAYS

This problem was run with MORSE-SGC using the source energy biasing parameters obtained from
the same adjoint XSDRNPM calculation used by Problem 3. The XSDRNPM input is shown in Fig. F9.C 4;
and the resulting adjoint fluxes are shown in Table F9.C.2. See Sect. F9.C.3 of this document for more details.

The input data for this calculation are shown in Fig. F9.C.13. This problem requires the same
subroutines (SDATA and ESCAPE) used by Problem 3 (See Fig. F9.C.5 and Sect. F9.C.3). An upper axial
leakage of 0.0265 was obtained with a fractional standard deviation of 4.29% for 20,000 histories.
Sixteen-hundred-sixty-five contributions were made to the detector.

The result of this problem shows a slightly higher neutron leakage than problem 3; however, the
difference is within the statistical uncertainty of the calculations. Higher leakage in the heterogeneous fuel rod
model is to be expected. Due to the additional detail in the geometry modeling, the total cpu time for this
problem is nearly a factor of 5 higher than for problem 3.
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subroutine sdata( d,xd,yd, zd,vel)

dimension d(*),xd(*),yd(*),zd(*),vel(*)

this version for collision density sample problem morse-sge ****

subroutine sdata calculates uncollided guantities of interest at
each detector position for each batch.

double precision x,y,z,u,Vv,w,xo0ld,yold, zold,uold,vold,wold

common /nutron/ name, ig7,namex, ig, igo,nmed,medold,nreg,u,v,w,uold
* ,vold,wold,x,y,z,x0ld,yold, zold, wate, oldwt,wtbc,blznt,blzon,age ,
* oldage, lnpl, lnp2, 1np3, 1np4, 1np5, 1np6, 1lnp7, 1np8, Inp9, 1nplil, 1npll,
* 1npl2,1lnpl3,1npl4,1nplS,1inpl6,1npl7,1npli8,1npl9, 1np20, Inp21
common/input/iadjm,nstrt,nmost,nits,nquit, ncoltp, istat, nsplt,
nkill,npast,noleak, iebias,nkcalc,normf, media,nmix,medalb,mxreg,
mfistp,nnga,ngga,nngtp, ngopt,iggopt,ndsn,ndsg,ncoef,nsct, maxgp,
irdsg,istr, ifmu,imom, iprin,ipun, ixtape,jxtape,iobr,iggpt, isour,
ngpfs,isbias,nsour, nd,nne,ne,nt,na,nresp,nex,nexnd,iflag(20),
tmax, tcut,wtstrt,agstrt,xstrt,ystrt, zstrt, uinp,vinp,winp,nxpm,
nhistr,nhismx,nbind(36),ncolls(13), ng,iftg,igg.nnuc,idt,nrp,nim,
n2m, nsgps, title(20) ,dat(8)
common/gdet/locrsp, locxd, locib, locco, loct, locud, locsd, locge,

* locgt, locqte, locgae, Imax,efirst, egtop

common /point/lfpl,l1£fp2,1£fp3,1£fp4,1£fp5,1£fp6,1£fp7,1fp8,1£p9, 1fpll,
* 1fpll,lfpl2,1£fpl3,1£fpld,1£fpl5,1£fpl6,1£fpl17,1£fpl8,1£fple, 1fp20,

* 1fp21,1£fp22,1£p23,1£p24,1lapl,lap2, lap3, lapd,laps, lap6,lap7,lspl,
* 1sp2,1lsp3, 1fp25,1fp26,1£fp27,1£fp28,1£fp29,1£fp30,1£fp31,1£p32, 1x1,
* 1x2,1x3,1x4,1tl,1t9

common/detcut/nde

nntg=nnga+ngga

call nsigta(ig, ig,nmed,pnab,d{(1£fpll),d(1£fpl0), tsig,nmtg,media)

ia= nd

do 5 i=1,ndc

ia=ia+1

* % % % % ok %

ja corresponds to rad

xi=zd(ia)
con=wate*exp (-tsig*xi)
call fluxst(i,ig,ig,ta,cosi,-~1l, d(locib+3*ne), d{locge}, d(loct),

* d(loct+nd*nt), d(locco), d(locgte), d{locgae), d{locud),
* d(locsd), d(locqt), d(locrsp),con,nmtg,ne,nd,nt,na,nresp)
* switch=-1] - store array ud only

continue

return

end

subroutine bdryx(d,ra,extrd,nd,nmtg)

this version for collision density sample prob - morse-sgc * *
it stores in detector numbers 1 thru ndc ***

for use in spherical geometry only

identifies detector position with a boundary crossing and then
calculates and sums quantities of interest for each batch.

common /perm/ inn,iout,nlft,leci,nl2,nl4,nié,nli7,n81,n90,n91,n92
1 ,n95,n96,n97,n98
common/qgdet/locrsp, locxd, locib, locco, loct, locud, locsd, locqge,

* locgt,locgte,locqae, lmax,efirst, egtop

double precision x,y.,z,u,v,w,xo0ld,yold,zold,vold,vold,wold

common /nutron/ name, ig7,namex,ig,igo,nmed, medold,nreg,u,v,w,uold
* ,vold,wold,x,y,z,x0ld,yold, zold,wate, oldwt,wtbec,blznt,blzon, age .,
* oldage,lnpl,lnp2, lnp3, lnp4, InpS, 1np6, Inp7, Inp8, Inp9, 1npl0, lnpll,
* 1lnpl2, 1inpl3, 1npl4,1nplS,1nplé,1npl7,1npl8, Inpl9, 1lnp20, lnp21
common/input/iadjm,nstrt,nmost,nits,nquit,ncoltp, istat,nsplt,
nkill,npast,noleak, iebias,nkcalc,normf, media,nmix,medalb,mxreqg,
mfistp,nnga,ngga,.nngtp., ngopt,iggopt,ndsn,ndsg,ncoef,nsct,maxgp,
irdsg,istr, ifmu,imom,iprin,ipun,ixtape, jxtape,iocér,iggpt, isour,
ngpfs,isbias,nsour, nz,nne,ne,nt,na,nresp,nex,nexnd,iflag(20),
tmax, tcut,wtstrt,agstrt,xstrt,ystrt,zstrt, uinp,vinp,winp, nxpm,
nhistr,nhismx,nbind(36).,ncolls(13), ng,iftg, igg,nnuc,idt,nrp,nlim,
n2m,nsgps, title(20),dat(8)
common/detcut/ndc
dimension d{(*),ra(*),extxrd(nd,1)

* % % * % % %

Figure F9.C.11 MORSE-SGC user routines for sample problem 7 (CGAS8)
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c
c cal

integer extrd
xdum=x
ydum=y
zdum=z
udum=u
vdum=v
wdum=w
call netlev(2,d)
r2l = sgrt (X**2 + y**2 4 z*x*2)
r2 = r21*0.99
r22 = r21*1.01
do 5 i=1,ndc
if (r2-ra(i)) 15,15,5
continue
go to 10
if (r22-ra(i)) 10,20,20
era = u*x + v*y + w*z
cos = era/r2l - l.e-10
if (cos) 30,25,30
write (iout,1000)
format (1h0,14h cos=0.,return)
return
abcos=abs (cos)
if (abcos-1.0001) 40,40,35
write (iout,1010) abcos
format (1h0, 'abcos.gt.l. = ‘,el0.4)
call errtra
if (abcos-0.01) 45,50,50
abcos = 0.005
con=wate/abcos
call fluxst(i,ig,ig,ta,cosi,0, d(locib+3*ne}, d{locge)}, d(loct),
d(loct+nd*nt), d{locco), d{locgte}, d(locgae), d{locud),
* d(locsd), d{locgt), d(locrsp),con,nmtg,ne,nd,nt,na,nresp)
* switch = 0 -~ store in all relevant arrays except ud
this store is in the first of the nexnd arrays set aside by scorin
extrd(i,1l) = extrd(i,l) + 1
x=xdum
y=ydum
z=zdum
u=udun
v=vdum
w=wdum
return
end
subroutine inscor (rad, fact)
this version for collision density sample problem morse-sgc * * *
culate geom. factors fact(i)=1/(4 pi/3*(xr3(i+1)-x3(i))}

c store them in fact (i)

c

101

spherical geometry
common/gdet/locrsp, locxd, locib, locco, loct, locud, locsd, locge,

* locqgt, locqgte, locqgae, lmax,efirst, egtop
common/input/iadjm,nstrt,nmost,nits,nquit,ncoltp, istat,nsplt,
nkill,npast,noleak, iebias,nkcalc, normf, media,nmix,medalb,mxreg,
mfistp,nnga,ngga,nngtp, ngopt, iggopt,ndsn,ndsg,ncoef,nsct, maxgp,
irdsg,istr, ifmu,imom, iprin,ipun,ixtape, jxtape,iobr,igapt, isour,
ngpfs, isbias,nsour, nd,nne,ne,nt,na,nresp,nex,nexnd,iflag(20),
tmax, tcut,wtstrt,agstrt,xstrt,ystrt,zstrt, uinp, vinp,winp,nxpm,
nhistr,nhismx,nbind(36),ncolls(13), ng.iftg, igg,nnuc,idt,nrp,nlm,
n2m, nsgps, title(20) ,dat (8)

common/detcut/ndc

common /perm/ inn,iout,nlft,lci,nl2,ni4,nlé,nl7,n81,n%0,n91,n92
1 ,n9%5,n9%6,n97,n98

dimension fact(*),rad(*)

read(inn,101) ndc

format (i5)

do 11 id=1,nd

if(id .gt. 14) go to 11

if(id.gt.ndc) go to S

* ok 4 % o % ¥

Figure F9.C.11 (continued)
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fact(id)= 1.
go to 11

5 ri=rad(id)
if(id.eq.nd) ri=1.S5e+5

c ** ]1.5e+5 is assumed to be effective outer edge of system ****

0oaQn

Qo000

if(id-nde-1) 11,10,9
10 rim=0.
go to 12
9 rim=rad(id-1)
12 fact(id)=0.23873/ (ri*ri*ri-rim*rim*rim)
11 continue
return
end
subroutine relcol(d,xd,yd, zd, vel,extrg, extrd, nntg,nd)
this version for collision density sample problem - morse-sgc
* gtores estimate in detector numbers ndc+l to nd * * * * x
spherical geometry
dimension d(*},xd(*),yd(*),zd(*),vel(*)
sample calling seguence
call relcol(d,d(locxd),d(locxd+nd),d{locxd+2*nd),d(1£fpl),
1 d(locrsp+nresp*nmtyg) ,d(locxd+6*nd) )

dimension extrg(nmtg,*),extrd(nd,l)
double precision x,y,z,u,v,w,xo0ld,yold, zold, uold, vold,wold
common /nutron/ name, iq7,namex, ig, igo,nmed, medold,nreg,u,v,w,uold
*  vyold,wold,x,v,z,x0ld,yold, zold,wate, 0ldwt,wthec,blznt,blzon,age .,
* oldage, 1npl, lnp2, 1np3, 1np4,1npS, 1np6,1np7, 1Inp8, Inp9, 1npl0, 1npll,
* I1npl2,1lnpl3,1lnpl4,1inplS,1lnplé6,1inpl7,1inpl8,1nplY, Inp20,lnp21
common/qgdet/locrsp, locxd, locib, locco, loct, locud, locsd, locge,
* locgt,locqgte, locqae, lmax,efirst, egtop
common /perm/ inn,iout,nlft,lci,ni2,nl4,nl6,nl7,n81,n90,n91,n92
1 ,n95,n96,n97,n98
common/detcut/ndc
common /point/lfpl,lfp2,1fp3,1£fpd4,1£fp5,1fp6,1fp7,1£fp8,1£fp9, 1fplo0,
* 1fpl1,1fpl2,1fpl3,1£fpid,1£fpl15,1£fpl6,2£fpl7,1£pl18,1£fpl9, 1£p20,
* 1fp21,1£fp22,1fp23,1£fp24,lapl,lap2,lap3, lapd,lapsS, lapb6,lap7.lspl,
* 1sp2,1lsp3, 1£fp25,1£fp26,1£fp27,1£fp28,1£fp29,1£fp30,1£fp31,1£fp32, 1x1,
* 1x2,1x3,1x4,1tl,1t9
common/input/iadjm,nstrt,nmost,nits,nquit,ncoltp, istat,nsplt,
nkill,npast,noleak,iebias,nkcalc,normf, media,nmix,medalb,mxreg,
mfistp,nnga,ngga,nngtp, ngopt, iggopt,ndsn,ndsg,ncoef,nsct, maxgp,
irdsg,istr, ifmu, imom,iprin,ipun,ixtape,jxtape,iobr,iggpt, isour,
ngpfs,isbias,nsour, nz,nne,ne,nt,na,nresp,nex,nexnd,iflag(20),
tmax, tcut,wtstrt,agstrt,xstrt,ystrt, zstrt, uinp,vinp,winp,nxpm,
nhistr,nhismx,nbind(36),ncolls(13), ng,iftg, igg,.nnuc, idt,nrp,nlm,
n2m,nsgps, title(20),dat(8)
data isig/1/
common bc (1)
if(isig.ne.l}) go to 999
isig=0
ndl= ndc+l
999 continue
ISg=X*xX+y*y+z*z
r=sqrt({rsq)
call nsigta(igo,igo,nmed,pnab,d(1£fpll},d(1£fpl0),tsig, nmtyg,media)
rsq=12.566*rsq
con=wtbc *rsq/tsig
ndl= ndc+l
do 11 id=ndl,nd
if(id.eqg.nd) go to 12
rdx=d{locxd+3*nd+id-1)
if(r.le.rdx } go to 12
11 continue
go to 20
12 call fluxst{id,igo,igo,ta,cosi,0,d{locib+3*ne},d(locge), d(loct},
* d{loct+nd*nt}, d{locco), d(locqgte), d(locgae), d(locud),
* d(locsd), d(locgt), d(locrsp).con,nmtg,ne,nd,nt,na,nresp)
20 return
end
subroutine rgtomd (mmed, mxreg)

% % % % o *

Figure F9.C.11 (continued)
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routine to determine media number corresponding to region number.
*** special version for collision density sample problem

N0a0aao

dimension mmed (mxreg)

00

do 5 1 = 1, mxreg
mmed (i) = 1
5 continue

return

end

subroutine endrun (wts)

this version is for morse-sgc collision density sample problem * *
* * * * * k Kk *

* * local arrays in endrun may require change of dimension * * *

* * * * * Xk K w
common /point/lfpl,lfp2,1fp3,1fp4,b1fp5,1£p6,1£fp7,1£fp8,1£fp9, 1lfplo,
* 1£fpll,1£fp12,1fpl13,1£fp14,1£fpl5,1£pl6,1£fpl7,1£fpl8,1£p1l9, 1£fp20,

* 1fp21,1£fp22,1£fp23,1£fp24, lapl,lap2, lap3,lap4s,laps5, lapé,lap7,lspl,
* 1lsp2,1lsp3, 1fp25,1fp26,1£fp27,1£fp28,1£p29,1£p30,1£fp31,1£fp32, 1x1,
* 1x2,1x3,1x4,1tl1,1t9
dimension wts(*)
common /perm/ inn,iout,nlft,lci,nl2,nl14,nl6,nl17,n81,n90,n91,n92

1 ,n95,n9%6,n97,n98
common/qgdet/locrsp, locxd, locib, locco, loct, locud, locsd, locge,

* locgt, locqte, locgae, lmax, efirst, egtop

common/input/iadjm,nstrt,nmost,nits,nquit,ncoltp,istat,nsplt,
nkill,npast,noleak,iebias,nkcalc,normf, media,nmix,medalb,mxreg,
mfistp,.nnga,ngga,nngtp, ngopt,iggopt,ndsn,ndsg,ncoef,nsct,maxgp,
irdsg,istr, ifmu, imom, iprin, ipun,ixtape,jxtape,iobr,iggpt, isour,
ngpfs, isbias,nsour, nd,nne,ne,nt,na,nresp,nex,nexnd,iflag(20),
tmax, tcut,wtstrt,agstrt,xstrt,ystrt,zstrt, uinp,vinp,winp,nxpm,
nhistr,nhismx,nbind{36),ncolls{13), ng,iftg,igg,nnuc, idt,nrp,nlin,
n2m,nsgps, title(20),dat(8)

dimension gnor(25),mmed(25),suml (25),sum2(25)

character*24 tmtl, tmt2

character*4 tirc(6),titl(6),tout(6)

equivalence (tmtl,tirc(l)), (tmt2,titl(l))

data pn/1./

data tmtl/ ‘real collision weights ‘/

data tmt2/ ‘track length estimator '/

data ihb,hril,hr2,hr3,hr4/1h ,4hflue,dhnce ,4hvalu, 4he /

data gnor /25*1./

data mmed /25*0/

nn0aa
* A #
*

* * R A A A %

c * *x * *» for cases with more than 1 media, set mmed{nreg) equal * * x *
c * * * ¥ to the medium for each region * * * * * % * % % * % * * % * *
c * * * * note * * a region cannot contain more than 1 medium * * *

c * *x * ¥ 1swhr is the number of arrays length nmtg used elsewhere in *
Cl‘***the case***t***********************

1swhr=0
nmtg=nnga+ngga
C***********************************************************************
¢ * * * * nex should be equal to lswhr + mxreg + 2 * * * * * x % *x % *
c * * if it is not, assumes no calculation desired in endrun
ebotn = wts(nnga+l)
ebotg = wts(nmtg+2)
locnsc = 1fpl9
if (nex-lswhr-mxreg-2) 2,3,3
2 return
3 continue
if (mxreg.le.25) go to 4
write(iout,1080)
1080 format (48h0mxreg is greater than 25, increase dimensions in
1 19h endrun and rerun. )
stop

v

Figure F9.C.11 (continued)
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4 continue
call rgtomd(mmed, mxreg)
iflg=0
il= locrsp+nresp*nmtg+lswhr*nmtg-1
n3= locnsc + nmtg*mxreg-1l
1 continue
if(iflg.eq.0) go to 1l
do 12 i=1,6
12 tout(i)=titl (i}
go to 13
11 do 14 i=1,6
14 tout({i)=tirc(i)
13 continue
fnt= nstrt* nits
n=nnga-1
1=il
c calculate dele
m=1
if(iadjm)10,10,15
10 fn= 1.
ebotl = ebotn
ebot2=ebotg
if (nnga.eq.0) ebotl= ebotg
c * if gamma only problem, set lst ebot = lowest gamma energy ***
go to 30
15 fn=-~1.
ebotl= ebotg
ebot2= ebotn
if (nnga*ngga) 25, 25, 20
20 n= nmtg-nnga-1
25 if(ngga .eq.0) ebotl= ebotn
c ** if neutron only, set 1lst ebot = ebotn
1= 1+1
wts(l) = wts(l) -ebotl
if(wts{l) .eq.0.) wts(l) = 1.
30 continue
do 35 i=m,n

1= 1+1

35 wts{l) = fn *(wts(i)-wts(i+l))
if (iadjm) 40,40,45

40 1=1+1

wts(l) = wts{nnga)-ebotl
if(wts(l) .eq.0.) wts(l) = 1.
45 if (nnga*ngga) 75,75.50
S0 n=n+3
m= nmtg
c**********t**
in morse-sgc, the bottom neutron energy ' is stored in the energy arra
rather than separately, therefore the lst gamma energy is in
location nnga+2 rather than in nnga+l as it is in morse-cga.
in cga, the above statements would be n=n+2 and m=nmtg-1
* x Kk Kk Kk Kk *x * *x ¥ Kk &
if(iadjm) 60,60,55
55 1=1+1
wts(l) = wts(n) -ebot2
if(wts(l) .eq.0.) wts(l) = 1.
60 do 65 i=n,m
1= 1+1
wts(l) = fn*(wts(i)-wts(i+l))
c65 wts{l) = fn*(wts(i)-wts(i+l))
65 continue
if(iadjm) 70,70,75
70 1=1+1
wts(l) = wts(nmtg)-ebot2
if(wts(l) .eqg.0.) wts(l) = 1.
75 call gtvol(wts,mxreg, gnor)
c gtvol returns 1/vol of each region to calculate fluence/cm**2
[o] ‘for the sample problem, gtvol calculates 4 pi r**2/vol
iw=il+nmtg

anon0aaq

Figure F9.C.11 (continued)
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85

86
90

95
100

101
105
110

115
1010

120
c
1020

¢c1020
[of
[

125

1030

1=iw
limz=nnga
if(iadjm.gt.0.and.nnga*ngga.gt.Q0) limz=nmtg-nnga
lim=limz+1
do 110 nreg= 1l,mxreg
nl = n3+(nreg-1)*nmtg
suml {(nreg)=0
imed = mmed(nreg)
if(limz .le.0) go to 92
do 90 i=1,limz
n2= nl+i
1=1+1
if(imed.eq.0) go to 86
if(iflg.eq.0) call nsigta(i,i,mmed{nreg),pn,
lwts (1fpll) ,wts (1£pl0), sigt, nmtg,media)
con=wts (n2) *gnor (nreqg) /fnt/sigt
suml (nreg)=suml {nreg)+con
if(iadjm) 85, 85,80
wts(l}) = con
go to 90
wts(l)=con/wts(il+i)
goto 90
wts(l) = 0.
continue
if (nmtg.eqg.nnga) go to 110
sum2 (nreg) =0
do 105 i=lim,nmtg
1=1+1
n2=nl+i
if(imed.eq.0) go to 101
if(iflg.eqg.0)call nsigta(i,i,mmed(nreg).pn,
lwts (1fpll) ,wts(1£fpl0),sigt,nmtg,media)
con=wts{n2)*gnor (nreg)/fnt/sigt
sum2 (nreg) =sum2 {nreg) +con
if (iadjm) 100,100,95
wts(l) = con
go to 105
wts({l)=con/wts (il+1i}
goto 105
wts(l) = 0.
continue
continue
nrl= 1
nri= iw+l
if(iadjm) 120,120,115
write(iout,1010) (tout(i),i=1,6)
format ( 26hlimportance estimate from ,6a4,20h (importance/source)
1 /1h0,40x,28h*** beware of statistics *** /1h0/)

hrl = hr3
hr2 = hr4
go to 125

write(iout,1020) (tout(i),i=1,6)

this title is for sample problem only ****x*

format ( 23hlfluence estimate from ,6a4,3lh(neutrons or gammas/ev/s
lource) /1h0,40x,28h*** beware of statistics *** /1h0/)

format (1hl, ‘fluence estimate from real collision weights (neutron
1s or gammas/cm**2/ev/source) ’ /1h0,40x, ‘***beware of statistics *
2** ¢+ /1h0/)

continue

nr2= nrl+5

if (nr2.gt.mxreg) nr2=mxreg

nr= iw+nr2*nmtg

write({iout,1060) (ihb,1l,l=nrl,nr2)

write{iout,1070) (ihb,hrl,hr2,l=nrl,nr2)

do 130 i=1,nmtg

write({iout,1030) i, (wts(k),k=nr0,nr,nmtg).

format (i5, 6 (3x,1pel2.3) )

nr0= nr0+1

Figure F9.C.11 (continued)
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130

1040

1050
135

1060
1070

clng
clng
cshr

cshr

10

continue
write (iout,1040) (suml{(nrr},nxr=nrl,nr2)
format (10h primary ,6{1pel0.3,5x))
if (nmtg.eqg.nnga) go to 135
write (iout,1050) (sum2(nrr),nrr=nrl,nr2)
format (10h secondary ,6(1lpel0.3,5x})
continue
nrl= nrl+6
nr0 = nr+l
if(nrl.le.mxreg} go to 125
format (8hO0energy ,6(al,3x, 6hregion ,1i3,2x))
format (7h group,2x,6(al,2x,a4,a3,5x))
return
activate for morse versions calculating track length
if(iflg.gt.0) return
n3=locnsc+9*nmtg*mxreg
sigt=1.
iflg=1
go to 1
* Kk Kk K * *
end
subroutine gtvol (stor,mxreg,gnor)
* version for combinatorial geometry non-ibm computers* * * *
dimension stor(*)
dimension gnor (mxregq)
common/gomloc/ kma,kfpd,klcr,knbd, kior, kriz, krcz, kmiz, kmez, kkrl,

1 kkr2,knsr,kvol,nadd, ldata, ltma,lfpd, numr,irtru, numb, nir, kbiz, kbcz

n=1
activate for ibm double prec
n=2

do 10 i=1,mxreg
ins=kvol+n* (i-1)

gnor {i1)=1.0/fvol(stor(ins))
return

end

function fvol(v)

this routine used only by gtvol
double precision v

fvol = v

return

end

Figure F9.C.11 (continued)
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=morse

collision density sample problem #7

235467251
1$$ 0 40 100
2§$1 10

643
100
10 ©

1

3§ 22 17 5z 6 3 39 0

488 1 3z

0 3rl Sro
5z 2 3z

5$$ 14 7 10 0 0 512 1 4z 1 3z1 01 £f0 ¢t
combinatorial geometry for infinite air problem

100 10
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
sph
end

o
w
+

6** 6.0 0.0

8**

19x10.0 3r2.
19r10.0 3r2.

19r10.0 3r2

19r10.0 3r2.
19r10.0 3x2.

390rl1.0e-3

19r0.5 3r0.2
19r0.5 3r0.2
19r0.5 3r0.2
19r0.5 3r0.2
19r0.5 3x0.2
390z

11** .3

Oe
.e-
e

T TORNUYY
mqm

.0

o

00000000000 ODOO

+ 4+
N

-1
-2
-3
-4
-5
-6
-7
-8
-9
+11  -10
+12 -11
+13  -12
+14 - -13
+15 -14
+16 -15

w

44+ 4+
LY RS

+
[y
o

2 3

8x0

0 13r5.
0 13x5.
.0 13r5.
0 13r5.
0 13r5.

13r1.0
13rl.0
13r1.0
13rl1.0
13rl1.0

.3
.10e~-1
5.e-4

0

0.0 0.0 10000.
0.0 0.0 15000.
0.0 0.0 20000.
0.0 0.0 30000.
0.0 0.0 40000.°
0.0 0.0 45000.
0.0 0.0 50000.
0.0 0.0 70000.
0.0 0.0 75000.
0.0 0.0 80000.
0.0 0.0 20000.
0.0 0.0 100000.
0.0 0.0 120000.
0.0 0.0 140000.
0.0 0.0 500000.
0.0 0.0 900000.
3 4 4 5 6 6 7 7 8
1 1 2 2 2 1 1 2 2
4r2.0 19r10.0 3r2.0 13r5.0 4r2.0
4r2.0 19r10.0 3r2.0 13r5.0 4x2.0
4r2.0 19r10.0 3r2.0 13r5.0 4r2.0
4r2.0 19r10.0 3r2.0 13r5.0 4r2.0
4r2.0 1%9r10.0 3r2.0 13r5.0 4r2.0
4r0.5 19r0.5 3r0.2 13r1.0 4r0.5
4r0.5 19r0.5 3r0.2 13r1.0 4r0.5
4r0.5 19r0.5 3r0.2 13r1l.0 4r0.5
4r0.5 19r0.5 3r0.2 13r1.0 4r0.5
4r0.5 19r0.5 3r0.2 13xr1.0 4x0.5
.2 .1 .05
10e-1 .10e-1 .5e-2 10e-2
1l.e-3 l.e-3 l.e-3 1.e-3
2 .2 .2 .1
10e-1 .10e-1 .5e-2 .10e-2
l.e-3 l.e-3 1l.e-3 l.e-3

Figure F9.C.12 MORSE-SGC sample problem 7 (CGAS) input data
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e

.3 .3 .2 2 .2 .1
.10e-1 .10e-1 .10e-1 .10e-1 .5e-2 10e-2
S.e-4 S.e~4 l.e-3 1.e-3 l.e-3 i.e-3
l.e-2
.3 .3 .2 .2 .2 1
.10e-1 .10e-1 .10e~1 .10e-1 .5e-2 10e-2
5.e-4 5.e-4 l.e-3 l.e-3 l.e-3 l.e-3
l.e-2
.3 .3 .2 .2 .2 1
.10e-1 .10e-1 .10e-1 .10e-1 .5e-2 10e-2
S.e-4 5.e-4 l.e-3 l.e-3 l.e-3 1.e-3
l.e-2
.3 .3 .2 .2 .2 1
.10e-1 .10e-1 .10e-1 .10e~1 .5e-2 .10e-2
5.e-4 5.e-4 l.e-3 1l.e-3 l.e-3 l.e-3
l.e-2
.3 .3 .2 2 .2 1
.10e~-1 10e-1 .10e-1 .10e-1 .5e-2 10e-2
S5.e-4 5.e-4 l.e-3 l.e-3 l.e-3 l.e-3
l.e-2
.3 .3 .2 .2 .2 1
.10e-1 .10e-1 .10e-1 .10e-1 .5e-2 .10e-2
5.e-4 5.e-4 l.e-3 l.e-3 l.e-3 l.e-3
l.e-2
.3 .3 .2 .2 .2 1
.10e-1 .10e-1 .10e-1 .10e-1 .5e-2 .10e-2
5.e-4 5.e-4 l.e-3 l.e-3 il.e-3 l.e-3
l.e-2
.3 .3 .2 .2 .2 .1
.10e-1 .10e-1 .10e-1 i0e-1 .5e-2 .10e-2
5.e-4 5.e-4 l.e-3 l.e-3 1.e-3 l.e-3
l.e-2
1288 1 1338 7014
14** 1.16
t
sambo for 10 region air
4 pi r**2 group 1 fluence (neutrons/source)
4 pi r**2 group 10 + 11 fluence (neutrons/source)
4 pi r**2 group 28 fluence ( gammas/source )
4 pi r**2 fast neutron fluence (neutrons/source)}
4 pi r**2 gamma ray fluence (gammas/source)
(neutrons/ev/source)
19**
0. 0. 1.5e+4
0. 0. 3.0e+4
0. 0. 4.5e+4
0. 0. 7.5e+4
0. 0. 9.0e+4
0. 0. 1.0e+4
0. 0. 2.0e+4
0. 0. 4.0e+4
0. 0. 5.0e+4
0. 0. 7.0e+d
0. 0. 8.0e+4
0. 0. 10.0e+4
0. 0. 12.0e+4
0. 0. 14.0e+4
20**
1.0 38r0.0
9r0.0 2r1.0 28r0.0
27x0.0 1.0 11r0.0
22r1.0 17x0.0
22r0.0 17r1.0
2158 1 3 4 6 9 11 13 27 28 39
t
5
end

Figure F9.C.12 (continued)

F9.C.33

.05
.50e-3
l.e-2

.05
.50e-3
l.e-2

.0S
.50e-3
l.e-2

.05
.50e-3
l.e-2

.05
.50e-3
l.e~2

.05
.50e-3
l.e-2

0s

.50e-3
l.e-2

0S

.50e-3
l.e-2
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Table F9.C.8 Results from sample problem 7
(100 batches of 40 particles)

4nr? fast neutron fluence (neutrons/source)

Uncoll. FSD Total FSD
Detector response uncoll. 1esponse total
1 2.9455E-01 0.00013 1.6835E+0 0.02388
2 " 8.6761E-02 0.00012 2.1256E+0 0.05465
3 2.5556E-02 0.00017 1.8546E+0 0.02068
4 22172E-03 0.00013 1.0854E+0 0.03122
5 6.5310E-04 0.00004 7.2959E-01 0.04364
6 0 0 1.3744E+0 0.02288
7 0 0 1.7668E+0 0.01937
8 0 0 2.0580E+0 0.01549
9 0 0 1.8887E+0 0.01778
10 0 0 1.5445E+0 0.01641
11 0 0 1.0944E+0 0.02624
12 0 0 6.9138E-01 0.02952
13 0 0 3.2199E-01 0.03716
14 0 0 2.2335E-01 0.06414
4nr* gamma-ray fluence (gammas/source)
Total FSD
Betector response total
1 1.8671E+0 0.03590
2 2.3374E+0 0.03844
3 2.0659E+0 0.03181
4 1.0634E+0 0.04872
S 7.0830E-01 0.06306
6 1.0339E+0 0.05670
7 1.9054E+0 0.03597
8 2.4037E+0 0.02618
9 2.1083E+0 0.02689
10 1.5378E+0 0.02931
11 1.0625E+0 0.04577
12 7.1153E-01 0.04519
13 3.7193E-01 0.06360
14 4.1743E01 0.08860
Neutron deaths No, Weight
Killed by Russian roulette 4107 0.38345E+01
Escaped 0 0
Reached energy cutoff 7940 0.42919E+04
Reached time cutoff 0 0
Number of scatterings No,
Medium 1 778625

NUREG/CR-0200,
Vol. 2, Rev. 6

F9.C.34



=nitawl

085 85 e 1$$ a2 11 e 1t

2$$ 8016 24000 25055 26000 28000 40000 42000 92235 92238 94239 94240 2t

end

=morse

morse-sgc/s sample problem 8
13579bd£db97

1$$ 0 100 800 2001 001110000

265 4 13 88 8 1

3$$ 22 5r0 3 422201 4r04001

455 0 14 1 0

56$ 2000010 2 4r0 1 6xr0 1 8x0

t
2d dry cask with detail 7 fuel assemblies
00120
rcce 1 00 -1 00 229.60 44.55
ree 2 00 -1 00 230.87 45.82
rec 3 00 -1 0 0 233.41 48.36
rcc 4 0 0 -1 0 0 235.95 50.90
rcc 50 0 -1 00 238.49 53.44
rce 6 0 0 -1 0 0 242.30 57.25
rce 700 -2 00 2.0000 60.00
rcc 8 0 0 -1 0 0 240.39 55.34
rec 9 0 0 -1 0 0 229.50 58.00
rcc 10 0 0 -6 0 0O 260 70
rce 11 0 0 0.01 0 0 182.87 .399
rcc 12 0 0 0.01 0 O 182.87 .427
rce 13 0 0 0.01 0 0 182.87 .454

rpp 14 -0.63 0.63 -0.63 0.63 .01 182.88

rpp 15 -10.71 10.71 -10.71 10.71 .01 182.88
rpp 16 -12.35 12.35 -12.35 12.35 .01 182.88
rpp 17 -24.70 24.70 -37.05 -12.35 .01 182.88
rpp 18 -37.05 37.05 -12.35 12.35 .01 182.88
rpp 19 ~24.70 24.70 12.35 37.05 .01 182.88

ssl 2 -1 -7 -9
dul 3 -2 -7 -9
du2 4 -3 -7 -9
du3 5 -4 -7 -9
ss2 6 -8 -7 -9
alb 7 6

exv 10 ~6

ss3 8 -5 -7 -9
ss4 2 9 -1 -7
du4 5 9 -2 -7
ss5 6 9 -5 -7
fue 11

gap 12 -11
cla 13 -12

fcl 14 -13 -7
uvl 10 -14
arl 15
unt 16 -15
uv2 10 -16
ar2 17
ar3 18
ard 19
end
123456117888 1lrl
12x0 5r1 3r2 3r0
1000 2 3 3 32880223 2121000 4 1000 -1000 -1 1000 -1000 -2 -3 -4
17171 211 311 211 0 0
289*1 7*2
2r0
6** 10.0 3r0.0 -37.05 37.05 -37.05 37.05 0.0 182.88

Figure F9.C.13 MORSE-SGC sample problem 8 input data
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8** 22r5.0 22r3.55 22r2.25 22r1.2 22r.65 22r.39 22r.27 22rl0.
22r.2 22r.142 22r.09 22r.048 22r.026 22r.0156 22r.0108 22r.4
22rl. 22r.71 22r.45 22r.24 22r.13 22r.078 22r.054 22r2.
11r.5 11r0. 11r.5 11r0. 1l1lr.5 11r0. 11r.5 11r0. 44r0.
11r.5 11r0. 11lr.5 11r0.
10** 1. .71 .45 .24 .13 .078 .054 2.
4.9338-4 1.9473-3 5.8223-3 1.9193-2 3.9752-2 5.1325-2 1.0834-1
8.7299-2 2.1106-2 1.1541-1 2.0886-1 1.9255-1 1.3361-1 1.4261-2
2.1043-5 1.5248-6 1.0053-7 S5r0.0
22r0.0
3.3607-4 1.4566-3 4.7086-3 1.6604~-2 3.6095-2 4.8189-2 1.0487-1
8.6328-2 2.0664-2 1.1546~1 2.1259-1 1.9902-1 1.3943-1 1.4248-2
8r0.0
22r0.0
128 b5rl1 4 5r2 2r3
13$$ 92235 92238 94239 94240 8016 40000 24000 25055 26000 28000
42000 92235 92238
14** 1.6736-4 1.9602-2 1.0409-4 4.7534-5 3.9877-2 1.9350-2
1.662-2 1.2-3 5.775-2 7.52-3 1.1-4.1.07-4 4.77-2
17** 8.611-5 7.295-4 2.007-3 1.009-2 2.516-2 5.07-2 .2123 .1581
.03157 .1331 .1737 .1386 .0636 6.131-6
18** 107. 97.0 93.2 78.6 64.0 58.6 56.0 53.9 53.4 48.6 38.6 33.1
25.3 8.89
t
neutron leakage
neutron leakage
19** £0.0
20** £1.0
t
end

Figure F9.C.13 (continued)
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F9.D MORSE-SGC THEORY SECTION FROM MORSE-CG DOCUMENT, ORNL-4972

F9.D.1 INTEGRAL FORMS OF THE BOLTZMANN TRANSPORT EQUATION AND ITS
ADJOINT

The purpose here is to derive a complete set of forward and adjoint integral transport equations in
energy-group notation and to relate these equations to the Monte Carlo procedures used in the MORSE code.

The Boltzmann Transport Equation

The derivation begins with the general time-dependent integro-differential form of the Boltzmann
transport equation, the derivation of which can be regarded as a bookkeeping process that sets the net storage

of particles within a differential element of phase space (dfdEdQ2) equal to the particle gains minus particle
losses in ((dFdEdQ)) and leads to the following familiar and useful form:

l%d)(T,E,Q,t) + QVHEEQD + I(5LE) PEEQD
v

= S(EEQ,Y + f f dE'dQ’ 2 (1,E'~E,Q'-0) $F.E,Q"0), (F9.D.1)

where

(T.EQt) denotes the general seven-dimensional phase space,

T = position variable,

E= the particle's kinetic energy,

v= the particle's speed corresponding to its kinetic energy E,

Q= a unit vector which describes the particle’s direction of motion,

t= time variable,

SEEQL = the time-dependent angular flux,

¢ (1.E,Q,)dEAQ = the number of particles that cross a unit area normal to the { direction per unit

time at time at the space point T and time t with energies in dE about E and with
directions that lie within the differential solid angle d© about the unit vector Q,

1 % $E.E,Q,0)dEdQ = net storage (gains minus losses) per unit volume and time at the space point T and
v

time t of particles with energies in dE about E and with directions that lie in dQ

about Q,
QVH(T,EQNIEIQ =  net convective loss per unit volume and time at the space point T and time t of
particles with energies in dE about E and directions that lie in dQ about Q,
Z(TE) = the total cross section at the space point T for particles of energy E,

NUREG/CR-0200,
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L (t.E) S (1,E,Q,)dEAQ = collision loss per unit volume and time at the space point ¥ and time t of

particles with energies in dE about E and directions that lie in dQ about Q,

z S(T,E’~E,Q'~Q)dEdQ = the differential scattering cross section which describes the probability per unit

path that a particle with an initial energy E’ and an initial direction Q' undergoes

a scattering collision at T which places it into a direction that lies in d2 about Q
with a new energy in dE about E,

( f f Z(LE~EQ'~Q) ¢(1,E",Q’,)dE'dQ’)dEAQ = inscattering gain per unit volume and time at the space
point T and time t of particles with energies in dE about E and directions which
lie in dQ about Q,

S(%,E,.Q,H)dEdQ = source particles emitted per unit volume and time at the space point T and time t
with energies in dE about E and directions which lie in d about Q.

An effect of interest such as biological dose, energy deposition, or particle flux (denoted by A) for a
given problem can be expressed in terms of the flux field ®(%,E,Q,t) and an appropriate response function
P ®(%,E,Q,t) due to a unit angular flux and is given by

A= f f f f P 2(1,E,.Q,0) d(1.E.Q,0)didEdQdt . (F9.D.2)

Consistent with the MORSE code, the energy dependence of Eq. (F9.D.1) will be represented in terms
of energy groups which are defined such that

AE, = energy width of the gth group,
g = 1 corresponds to the highest energy group,
g = G corresponds to the lowest energy group,

with the obvious constraint that
E

G 0
E AE, = f dE = E_, the maximum particle energy.
g=1 °

A "group” form of Eq. (F9.D.1) is obtained by integrating each term with respect to the energy
variable over the energy interval AE,:

9 [ 1 $EEQNE + Qv [ SEEQOE + [ ZEE)GEELNE
at AEgv AE AE,

. 1
= [ SGEQ,HIE + dE'dQ’ [ Z(1,E-EQ'-Q) $(r.E' Q" ,0dE .
f i y f f A£ F T

; F9.D.3
AE, 88 AE, 4n ( )
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Equation (F9.D.3) provides the formal basis for the following group parameters
— d)g(T,Q,t) = time-dependent group angular flux,

= 1,E.Q,0dE ,
[ $EEQD (F9.D.4)
AE,
Z¥T) = energy-averaged total cross section for the gth group,
f 2(t.B) $(1.E,Q.HdE
= Z (F9.D.5)
f &(1.E,Q,t)dE , o
AE,
v, = energy-averaged particle speed for the gth group,
f $(.E.Q,0dE
_AE
T T (F9.D.6)
f = $(1.E,Q,0dE
v
. 4,
2E75(7,Q'~Q) = group g’ to group g scattering cross section,
f f Z(t.E-EQ'~Q) $(3.E" Q' ,HdE'dE
_ AE, AE, FODT)
[ GGE Q' HE! o
AE,

= f S(+,EQ,dE .

AE,

S g(T,Q,t) = distribution of source particles for the gtk group,

(F9.D.8)
by

The group form of the Boltzmann equation expressed in terms of the aforedefined group parameters is given

“These parameters will be referred to as forward-weighted group parameters.
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L2400 « DVOERY + 2B b 50
v, Ot
1
= S(rQ0 + ) [d0 BTEEQ-D) ¢,

B8 4n

(F9.D.9)

where the summation over energy groups could be expanded over all g’ to allow for upscattering — not usually
considered important in shielding problems.

Integral Flux Density Equation

The transformation of Eq. (F9.D.9) into an integral form is now considered. To accomplish this, the
combination of the convection and storage terms are first expressed in terms of the spatial variable R which
relates a fixed point in space (T ) to an arbitrary point (1°), as shown below in Fig. F9.D.1

H

*
dx
cos—ln _
x & ;I Q
-1
cos Qx
x
ax _ _q
dRr x ' =T~ R
R
tt =t -5
y

Figure F9.D.1 Relation of fixed point in space to arbitrary point in forward case.
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The total derivative of the angular flux with respect to R is given by
4 v EQe - X2 , 9y 94, 829¢ , 2t b
dR JRJdx OJR Jy OJR dz IR ot

which, according to Fig. A.1 and noting that the particle's speed (v) is equal to (- dR/dt), can be rewritten as

_0 9P _g8b _odb_199
* ox Y 9y 9z v at

% S EQL)

S0V GEEQL) - L9
ot t) - (F9.D.10)

Equation (F9.D.10) can be expressed in group notation as
d .y s 1 a oy 1 -t (Y 41 ’
g KR = = G + QYL (F9.D.11)

g
Substitution of Eq. (F9.D.11) into Eq. (F9.D.9) with ¥ = ¥/ and t = t/ yields

- -dqu>g(-r',Q,t') + BHE) G L) = SFQL)

1
+ 3 [ T Q- Q) (F9.D.12)
878 4n
The integrating factor,
-}Zf(? - RQ)R
e’ R

is introduced in the following manner:

-}Ef(i' - R'Q)dR’ -;’ %t ~ R'D)MR’
d .D.
x ( 7% + 2X(T) ¢g(’r',€2,t')] . D19

Using Eq. (F9.D.13), Eq. (F9.D.12) can be rewritten as

NUREG/CR-0200,
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R R
d - [Zia- R D4R’ - [Ei6 - ROKRY
TR (T Q) e ° =e ©

v 1 ,
x [Sg(‘r’,Q,t’) + ¥ fdfl’ ZEE Q-0 ¢g,('r",f).',t')] . (F9.D.14)
g8 4n

Multiply Eq. (F9.D.14) by dR and integrate (R = 0 to R = ), then

-}Ef(?-R’Q)dR’ w -725(‘:- R'Q)dR’
dEQN - Qe © = [Re
0
1 - (F9.D.15)
[Sg(’r -RQQOt - %) + Z fdQ’ ZEEE -ROQ-Q) cbg,('r’,Q’,t’)] .
g'=2 4xn
Require that
- [l Roaw 9.D.16
[d)g(W,Q,tw)e ¢ =0 ® )
and introduce the "optical thickness"
R
BERQ) = [Zi(r -ROQ)dR, (F9.D.17)
0

and Eq. (F9.D.15) becomes
o (1) = de e’ "s""‘""’( S,(f -RQ,Q,t -Ri)
0
(F9.D.18)

1
+ Y [ a0 3 - R0 (bg,(T’,Q',t’)] .

"8 4n

Equation (F9.D.18) will be referred to as the "Integral Flux Density Equation."
An effect of interest A in group notation can be expressed as
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A, = f f f PAEQ.) ¢ (5Q.0ddQdt |, (F9.D.19)

where

Pg’ (7,Q,t) = the response function of the effect of interest due to a unit angular group flux (group g, T, Q,
time t),

f P®(1,E,.Q,1)$(1,EQ,HdE
AE,

f &(1,E.Q.0)dE
AE

(3

A, = that portion of the effect of interest associated with the gth energy group.

The A, are so defined that the total effect of interest 4 is given by the summation

G
A=Y A, - . (F9.D.20)

g1

Integral Event Density Equation

The "event density” ¢ g(T,Q,t) describes the density of particles going into a collision and is related
to the group angular flux in the following manner:

Y5 = ZHD) $,E00 , (F9.D.21)

where
Y (1.Q,0dQ = the number of collision events per unit volume and time at the space point T and time t
experienced by particles having energies within the gth energy group and directions in dQ
about Q.

The defining equation for the event density is obtained by multiplying both sides of Eq. (F9.D.18) by the group
total cross section ZE(t) and identifying the product Etg(f)cbg(f,f!,t) as the event density q.rg("r,Q,t):
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00 = [REXD e PERD s (1 - ROQ - Riv)
4}

88— _ ',
fd.Q At IRQ,Q Q) l[lg,(T',Q',t') . (F9.D.22)
g=g 5o ZE ()

Equation (F9.D.22) will be referred to as the "Integral Event Density Equation.”

The effect of interest A, can be expressed in terms of the event density; consider Eq. (F9.D.19)
rewritten as

¢
N e s 02 ZHE) ¢,(7.Q,0drdQdt
=5(t)

= f f f P;"(-r,Q,t)xpg(-r,Q,t)d-rdet, (F9.D.23)

where
Pg’ (1.0,t) = the response function of the effect of interest due to a particle that experiences an event at

(group g, T, Q, time t),
PO = PRO0/ZT)
or
PPEQ.H = ZHD)PIEQY . (F9.D.24)

Integral Emergent Particle Density Equation

Define the emergent particle density g(T,Q,t) as the density of particles leaving a source or emerging

from a real collision with phase space coordinates (group g, ¥, Q, t),

1BQD = S,EQY + gj f 0’ ZE7E(£Q-0) b (2R
an

(F9.D.25)
Then Eq. (F9.D.18) can be written as
- 7 Py - B(tRQ et B ot
$ 220 = [dR e MRy D) . (F9.D.26)
0
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The "Integral Emergent Particle Density Equation" is obtained by substituting Eq. (F9.D.26) into
Eq. (F9.D.25):

X (T.2.0)
1

= 5@ + ) [a 2D [ dRe Py @ 0t
0

72 4n

1 ZEI'E(T,QI_'Q) © , BRI
- S0 + Y [ = ——— @RI ®)e PR (100 (F9.D.27)
€78 in @) o
The effect of interest A, can also be expressed in terms of the emergent particle density
Ay = [ [ [PEEQD 1,7 Q.drdQdt . (F9.D.28)

The response function ng(T,Q,t) is obtained by considering a particle that emerges from a collision at T with
phase space coordinates (group g, Q, time t). This particle will experience an event in dR about ¥ = T + RQ
at time t’ = t + R/v with the probability

R
- [ + ROMR’
ZHte ° dR ,

and the contribution of this event is the response function P;" (',Q,t"). The sum of all such contributions to
the effect of interest is given by

R
- [ B+ ROWR’

f dR Z¥i')e ° Pl QL) ,
0
and should be the same as a response function ng('r,Q,t) which is based on emergent particle density. This

leads to the following relationship:

- p =1 - ’—v Q —t ’
PIEQLD = [dREf(F)e PORDp Y Dy (F9.D.29)
0

where
ng(‘r,Q,t) = the response function (of the effect of interest due to a particle that emerges from a collision

having the phase space coordinates (group g, T, Q, time t)
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R
B;(tL.RQ) = f =5t + R'Q)dR’ . (F9.D.30)
0

Note that B, (f,R,Q) differs from the optical thickness B (1.RQ) as defined by Eq. (F9.D.17) in that the
integration is performed in the positive Q direction and as such B;'(%,R,Q) is the adjoint of B (t.R,Q).

PX(2.Q,t) can also be expressed in terms of P¢(r Q,t) by substituting Eq. (F9.D.24) into Eq. (F9 D.29),
yielding

- y - ".R,Q -t ’ :
PAEQY = [dRe " Ppia 0 . F9.D.31)
0

erator Notation and Summary of the Forward Equation

Define the transport integral operator

—y - P -~ _ B ERD
TF-28) = [dREKD)e ReRE) (F9.D.32)
0

and the collision integral operator

Eg “81,Q'-0)
C. 3Q-0) = =7 9.D.33
e g=e ‘,fﬂ (1) ¢ )

which can be rewritten as

Q- | | ZE @)
Cyg(BQ-Q) = Z [ — — (F9.D.34)
g8 5 () M

where

=y fdgzg*g(r Q'-Q) .

(F9.D.35)
g in

In Eq. (F9.D.34), [Z8 "%(1,Q'~Q)/Z€(1)] is a normalized probability density function from which the selection

of a new energy group and direction can be accomplished and [Zf'('r )/Ef'(T’)] is the nonabsorption probability.
Using the transport and collision integral operators, Eq. (F9.D.22) can be rewritten as
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P, Q0 = TE-TR)E Q) + C, Q-0 3. 0".1) . (F9.D.36)

Theterm T g(‘r’,’r,i’))S g(i”,Q,t') can be identified as the "first collision source" and denoted by

S&EQy = T~ S,G3.Q1) , (F9.D.37)

and the "Integréll Event Density Equation” becomes'

q,rg('r,Q,t) = SE1.Q0 + Tg(-r':r,Q) Cg,~g(?',Q’~Q) q;g('r',Q',t') ) (F9.D.38)

Using the relationship tpg('r,Q,t) = Z¥(T) c})g('r,Q,t), Eq. (F9.D.38) can be transformed into the

"Integral Flux Density Equation:"
SE&EQ.t 2
(t)g("f"Q’t) = L + Tg(T'*T,Q) Cgr_,g(T',Ql"’Q) t ( )
ZHT) ZHT)

$, (T .Q') . (F9.D.39)

Finally, the integral operators are introduced into Eq. (F9.D.27) and the following form for the
"Integral Emergent Particle Density Equation" is obtained:

X (T = Sg(T,Q,t) + C, (1O~ T, (+'-1,0) xg,(‘r’,Q’,t') . (F9.D.40)

An examination of Egs. (F9.D.38), (F9.D.39), and (F9.D.40) would reveal that either the "Integral
Event Density Equation" or the "Integral Emergent Particle Density Equation” would provide a reasonable
basis for a Monte Carlo random walk. Equation (F9.D.40) was selected for the MORSE code since the source
particles would be introduced according to the natural distribution rather than the distribution of first collisions.
However, note that after the introduction of the source particle, the subsequent random walk can be regarded
in terms of either Eq. (F9.D.38) or Eq. (F9.D.40) with the particle's weight at a collision site being the weight
before collision (WTBC) or the weight after collision (WATE), respectively.

The random walk based on the "Integral Emergent Particle Density Equation” would introduce a
particle into the system according to the source function. The particle travels to the site of its first collision
as determined by the transport kernel. Its weight is modified by the nonabsorption probability and a new
energy group and flight direction are selected from the collision kernel. The transport and collision kernels are
applied successively determining the particle's emergent phase space coordinates corresponding to the second,
third, etc., collision sites until the random walk is terminated. Termination is caused by the reduction of the
particle's weight below some cutoff value or because the particle escapes from that portion of phase space
associated with a particular problem (for example, escape from the system, slowing down below an energy
cutoff, or exceeding some arbitrarily specified age cutoff).

Random Walk Procedure

The actual implementation of the random walk procedure is accomplished by approximating the
integrals implied in the collision and transport integral operators by the sum
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20 = Y @0, (F9.D.41)
n=0 ‘

where

x;(T,Q,t)dQ = the emergent particle density of particles emerging from its nth collision and having phase
space coordinates (group g, T, dQ about Q, time t),

1EQY = S @A,

LEQD = C, G- T, (F-1Q) xg '@ Q1) .
Thus, the source coo_rdigr)lates (group g,, T, Qo, time t,) are selected from S 2;(T,Q,t) and a flight distance R is
picked Z°(T)e Peo®R %) {4 determine the site for the first collision T, and the particle’s age t, =t + R/v, .

The probability of scattering is 2§°(T1)/Elg"(i'l). All particles are forced to scatter, and their weight is modified
with the probability. A new group g, is selected according to the distribution

[ Q275w 0-0)
4n

)
and then a new direction Q is determined from
227 (E,.Q,-0)

DN

The process is repeated until the particle history is terminated. Contributions to the quantity of interest are
estimated at appropriate points in the random walk (boundary crossings, before or after real collisions, etc.)

using the particle’'s WATE and the estimator Pg('r,Q,t) .

Derivation of the Adjoint Integro-Differential Boltzmann Transport Equation

Consider a (as yet unspecified) function ¢*(t,E,Q,t) which exists over the same phase space and

satisfies the same kind of boundary conditions satisfied by the forward angular flux ¢(7.E,Q,t). Further, let
an operator O” be defined such that the following integral relationship is satisfied:

[[[[ & @E200¢(E,Q0ddEDd

= [[ [ $EEQ 0" $*REQOAED + (Boundary Terms) .
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The 0" operator will be referred to as the adjoint operator to the corresponding forward operator 0.

Multiply each term of the Boltzmann transport equation, Eq. (1), by the function ¢*(f,E,Q,t) and
integrate the resultant equation (term by-term) over all phase space:

f f f f $*(EQ.0 % ‘5; $(T,E.Q,t)dtdEdQdt + f f f f $*(Z.EQY)
x V-Q ¢(1.E,Q,HdrdEdQdt + f f f f $*(.EQ.1) I (1.E)
x O(T,EQ,t)didEdQdt = f f f f $*(1.E.Q.t) S(7.E,Q,t)dtdEdQdt

+ [[[[$EEQY [ [ ZEE-EQ-0) GEE'Q,0E dQ drdBddt . (F9.D.42)

It can be shown that the following adjoint relationships are true for the conditions associated with a particle
transport problem:

[[[fo@ERYS 2 oaERDRED - - [[[[4GERO S

x G*(T,EQ,ydedEdQdt + ( [T[f % % @ <I>‘ddedf>dt) (F9.D.43)

Boundary Term

f f f f $*(E.EQ.0) Z(1.E) ¢(1,EQ,0)dedEdQdt = f f f f $(E.EDQ.D)

x Z(L,E) $*(1,E,Q,0)drdEdQdt |, (F9.D.44)

f f f f $*(1,E.Q,0) V-Q ¢(1,E,Q,0)didEdQdt = - f f f f $(T.EQ.0)
x V-Q ¢*(F,E,Q,1)drdEdQdt + ( f f f f © ©"Q- dtdEdQdt), ugary Tom

f f f f $*EEQD f f 2 (1,E~E.Q'~0) $(1,E",Q",t)dE"dQ"drdEdQdt

) f f f f GEELQD f f 2 (.E-E"Q-Q") ¢*(1,E".Q",0)dE'dQ drdEdQdt . (F9.D.46)

The boundary terms that occur in Egs. (F9.D.43) and (FF9.D.45) may be made to vanish while conforming to
the natural characteristics of the system under analysis. For example, the extent of the time domain can be
defined such that initial and final values of ® and/or ®" are zero [and the boundary term of Eq. (F9.D.43)
vanishes]. Also, the surface within which the spatial domain of phase space is contained can be so located that
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the combination [® @] is zero everywhere on that surface [and the boundary term of Eq. (F9.D.45) vanishes].
For most Monte Carlo analyses, the elimination of the boundary terms in no way restricts the generality of the
solution obtained.

Using the adjoint relationships given by Egs. (F9.D.43) through (F9.D.46), and presuming that the
boundary terms vanish, Eq. (F9.D.42) can be rewritten as

- f f f f d)('r,E,Q,t)-%,-%d)‘('r,E,Q,t)ddedet - f f f f S(EEQ
x V-Q $*(1,E,Q,0)drdEdQdt + f f f f $(1,E.Q,1) Z,(1.E) ¢ (7.E.Q,t)drdEdQdt

= f f f f &(EEQ,0) S *(1,E.Q,t)drdEdQdt + f f f f $(T.EQ

x f f 2 (1,E-E',Q-Q") $"(1,E" Q',0dE'dQ drdEdQdt | (F9.D.47)

where the adjoint source term S *(1,E,Q,t) is defined such that

[[[[ $EEQDS (EQnddEdd:

- f f f f &*(1,E,Q,t) S(1,E,Q,)didEdQdt . (F9.D.48)

Noting that the forward flux ¢(t,E,Q,t) can be factored from each term, Eq. (F9.D.47) can be rearranged as
follows:

f f f f dEEQYH - l%d)‘(’r,E,Q,t) - V- Q¢ EEQD
A\
+ Z(LE) $"(EEQY - S EEQY - f f 2 (1,E~-E"Q-Q")

x G*(T,E Q' ,HdE'dR’ drdEdQdt = 0 . ‘ (F9.D.49)

It is required that the forward angular flux ¢(%,E,Q,t) correspond to nontrivial physical situations [i.e.,
&(7,E.Q,t) > 0] over at least some portion of phase space. The observation is made that ‘¢ *(1,E,Q,0) is still
essentially undefined and that many functions ¢*(%,E,Q,t) probably satisfy Eq. (F9.D.49). At this point,
$*(1,E,Q,1) is defined to be that function that satisfies the following equation:

-l%¢ﬁ£Qo-vQQﬁLQ0+&@D¢WEQ®-SﬁEQO
A4
- f f 2 (1,E-E"Q-Q") $*(F.E Q" )IEdQ’ = 0 .

This condition also satisfies Eq. (F9.D.49) exactly and provides the following ¢*(%,E,Q,t)-defining integro-
differential equation:
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S EEQY - QO EEQY + ZEE ¢*(TLEQD

< |-

9
ot
- SUEEQY + [ [ BEEE D) ¢ EE L O (F9.D.50)

which is commonly called the "Adjoint Integro-Differential Boltzmann Equation.” However, it will not be the
practice here to refer to the function ¢*(t,E,Q,t) as the adjoint flux; consistent terminology will be introduced
later in this section.

At this point, two procedures for defining and calculating group adjoint fluxes are considered. One

method involves integrating each term of Eq. (F9.D.50) over the energy interval AE,, which leads to the
following group equations:

1 8 - T, — 2P,
- -{;;ad)g(r,ﬂ,t) - V-0 $ (20,0 + 2X®) $,E0.0
G ’ a
- 5;ER0 + Y [T ERD-D) $iaf (9.D.51)
gz
g=12,.G
where
ook, _ 1 L Y ‘
o () = = AfE $*(LEQNEE , (F9.D.52)
f &*(7,E,Q.0dE
¢ = AE
= , (F9.D.53)
’ [ 1 '@ EQ.0E
AES v
f Z(1.E) $"(T.EQ,NE
35E) = : 9.D.54
f $*(3,EQ,HdE ® )
AEB
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f 3 (1,E~E' Q-0 ¢*(1,E', Q' ,)/dE'dE
EE(2Q-0) = D

[ $"@E Q0dE ’ (F9.D.55)
AE

S'EQ. =

. f S *(£,E.Q,0dE .

L
AEB AE

8

(F9.D.56)

The 25(), Z‘ZE*gIG,Q-Q’), and ¥, are adjoint-weighted group parameters and their use in the solution
of Eq. (F9.D.51) provides group adjoint fluxes defined by Eq. (F9.D.52) where ®*(¥,E,Q,t) represents the
solution of Eq. (F9.D.50).

Another approach for defining group adjoint fluxes is to directly devise the equation that is adjoint to
the group form of the Boltzmann equation [Eq. (9)]. The group adjoint equation so obtained” is given by

§ _vl_g biEQD - V-ROIEDY + BHD) I

4

G 4
= S;@QH + 3, [dIFEER-Q) dp( Q' (F9.D.57)
g’

e=12,.G

where v,, ZE(t) are forward-weighted group parameters identical to those which occur in Eq. (F9.D.9) and
the matrix 8¢ (%,Q~0") is simply the transposition of the forward-weighted group-to-group differential
scattering cross-section matrix.

The group adjoint fluxes <I>g' (,Q,t) which represent the solution of Eq. (F9.D.57) are adjoint to the
group fluxes @, and do not necessarily assume the same values as the group adjoint fluxes @g(T,Q,t) ,1.e.,

.- 1 —
o (1O, » XE—g A£ ®*(7.E,Qt)dE .

2

This follows since Z&(F), Z8°%(,Q~Q"), and v, are, in general, different from the adjoint weighted values.
Usually forward-weighted group parameters, as implied by Eq. (F9.D.57), are used in MORSE. However,
other weighting schemes, such as adjoint or adjoint and forward, deserve consideration when cross-section

“The derivation of Eq. (F9.D.57) is not presented here because of its similarity with the previous derivation
of Eq. (FS.D.50); the integrals over energy are simply replaced by appropriate group summations.
NUREG/CR-0200,
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weighting is a problem. When a sufficiently fine group structure is employed, the group parameters become
less sensitive to the weighting scheme and the corresponding group adjoint fluxes are also nearly the same.

Inteeral Point-Value Equation

Equation (F9.D.57) is now transformed into an integral form following essentially the same procedures
used with the forward equations. As shown below inFig. F9.D.2,letT’ =T + RQ rather than ¥’ = - RQ
as was the convention with the forward equations. The total derivative of cb; (¥’,Q,t) with respect to R is given
by

Lgean = LLgwan « v
dr ‘BT v ot e e AU (F9.D.58)

4

,
o,

Hi

F*=T +R2

t' =t + R/v

Figure F9.D.2 Relation of fixed point in space to arbitrary point for adjoint case.

R
- f 2t + R'Q)R’
Use of the integrating factor e ° provides the following relationship:
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R

- [ 28 + R'OR’
d e ’ f ‘
-d—R—{cbg(r Qt)e ° }

R

dd? - [EiG + RQMR’ L
- R @Qe ¥ - ZHE) (. Q)
R R
- [ 25+ RQ)R’ - f I + RQ)MR’
xe ° =e

X

(% SIE Q) - 2K q:g‘(-r',Q,t')] .

(F9.D.59)
Equation (F9.D.59), together with Eq. (F9.D.58), can be arranged to give
[_ 19 b (T, Q) - QG (7. Q1) + T cbg'(i',Q,t'))
v, ot
R R c
+ [ T3z + R'Q)R’ - [Z¥@ + R QdR’ '
=e{ e g (b‘('r‘f).t’)e!’. '
dr \ e o : (¥9.D.60)
Note that Eq. (F9.D.60) is identically the left-hand side of Eq. (F9.D.57), which can now be rewritten as
R R
J [ - - { Bf(‘r+R’Q)dR'] - { I8z + R'D)IR’
_d_R— ¢g(r’ ,t)e =€
* S g-g’ »
x 18,3 Q.t) + g};g f dQ’ ZFE (1 ,Q-0) $i (' Q) . F9.D.61)

Integrate Eq. (F9.D.61) from R = 0 to R = « and assume that

- f if('r + R’Q)dR'}

{d)g'(w,Q,tw)e ° =0; (F9.D.62)

then the following integral expression for d)é‘(’r,Q,t) 1s obtained:
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$;r00 = [dR o PR s + RO + RV
0

* Xg:' fdnl zf*gl(i' + RQ,Q-'Q’) (b;l(TI,QI,tI)} . (FgD63)

Equation (F9.D.63) contains the adjoint optical thickness B (T,R,2), which was defined earlier by
Eq. (F9.D.30) as
R
B,(tRQ) = f 5 + R'Q)dR’ .

0

Redefine the source term as

©

S&(T,Q,t) = de e‘B;('r,R,Q)Sga(I. + RQ,Qt + R/vg) , (F9.D.64)

(=]

and Eq. (F9.D.63) can be rewritten as
G0 = Spx00 + [dRe’ BeR) [ =, 0-0)
0 g

X d)g’(_r.l’Q”t') = S';g(.i',Q,t) + de Etg(-r + RQ) e-B;(-r’R'Q)
0

28 (7, 0-0")

o Q) (F9.D.65)
ZHT")

x ¥y [dl
- |
and in terms of the transport and collision operators, Eq. (F9.D.65) becomes
S (TQ) = Sp(EQ + T (1T Q)C " Q-Q'F) g (TQ1) . (F9.D.66)
A comparlson of Eq. (F9.D.66) with Egs. (F9.D.38), (F9.D.39), and (F9.D.40) reveals that the

function (]) (1.Q,t) as defined by Eq. (F9.D.66) is adjoint to the emergent particle density X (T Q,t) as defined
by Eq. (F9 D.40). Therefore, let cb (7.Q,t) be denoted by xg( ,Q,t), and Eq. (F9.D.66) becomes

LA = Sp@QY + T -1, C,  Q-0'7) 1 ('Q) . F9.D.67)
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The nature of ¥,(7,Q,t) will depend on S7(%,Q,t) — how or on what basis should Sre(1.Q.t) be

specified? If S *(%.E,Q,t) is set equal to P®(1,EQ.0) (the response function of the effect of interest A due to
a unit angular flux), then

f f f f $(3.E,Q,1) S *(£,E,Q,t)drdEdQdt = f f f f d(T.EQ,0)

(F9.D.68)
x P®(t,E,Q,t)drdEdQdt = A
According to Eq. (F9.D.48), the effect of interest A would also be given by
A= [[[&@ELHSEEQHdEEQd: . (F9.D.69)

The effect of interest as given by Eq. (F9.D.69) can also be expressed in group notation
A= 2; [f [ &8 @0.0dd0dt

= ng [[[®mn8 aQodda

where
(i);(T,Q,t) is the group adjoint flux corresponding to the adjoint weighted group parameters,

f ®*(1.E,Q,0S(1,EQ,HdE
AE

(i)g("r,Q,t)

f P21,EQ,0) ®(1,EQ,0dE

AE b,
- 25 = P2E0.) .
@ (1.0 &

However, as noted earlier, usually forward-weighted group parameters are input to MORSE, and the group
adjoint fluxes @;(T,Q,t) are calculated. As a direct consequence of the derivation of the @;(?,Q,t) defining
equation, Eq. (F9.D.57), the effect of interest for the g® group is also given by

g = [[[ @m0, EQ0ddQd A = ng A;
- f f f @ (1.Q,0S, (1.Q,0d dQdt , =y 2, (F9.D.70)
g

where

(D; (1,Q,t) is the group adjoint flux corresponding to the forward-weighted group parameters,
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~

S(T.Q = fS(T,E,Q,t)dE,
AE,
S, EQH = PIEQY . (F9.D.71)

The derivation from this point on will implicitly assume forward-weighted group parameters.
However, the results can, with slight modification, be made to correspond to the adjoint-weighted group
parameters. Substitution of Eq. (F9.D.71) into Eq. (F9.D.64) yields

SrEQ = [dRe M PpiE 0, F9.D.72)

and according to Egs. (F9.D.24) and (F9.D.29), Eq. (F9.D.72) can be rewritten as Eqs (F9.D.73) and
(F9.D.74), respectively:

Spo(tQD = dezf(-r')e"’s""'R"”P;‘(—r',Q,t') (F9.D.73)

and

S(rH = PXE.QW . (F9.D.74)

Substitution of Eq. (F9.D.73) into Eq. (F9.D.67) and Eq. (F9.D.74) into Eq. (F9.D.67) yields the following
forms for the "Integral Point-Value Equation:"

LEQY = TE-1.0) (PXT QL) + C, (1.0-0) 1@ Q') (F9.D.75)

B8
and

KEQ = PHRAM + TE-1.0) C, (.0-01) x3(x Qt) . (F9.D.76)

g

Inteeral Event-Value Equation

At this point, let us introduce a value function based on the event density and relate this quantity to the
point-value function by considering a particle leaving a collision at T with phase-space coordinates (group g,
Q, time t). The value of this particle to the effect of interest is the point-value function xg(T,Q,t) . This

particle will experience an event in dR about ' = T + RQ, and the probability [E%(T")e " Bt dR] and the
value of this event (to the effect of interest) will be referred to as the "event-value" and be denoted by
W (r Q,t"). The "event-value" W (1',Q,t') is defined as the value (to the effect of interest) of having an event

at r with an incoming particle which has phase-space coordinates (group g, &, time t'). The sum of all such
contributions to the effect of interest is given by
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and, if the event-value function is properly defined, should equal the point-value function; that is,

X;('f,ﬁ,t) = dP\ ztg(i',) < i ﬁ;ﬁ’k’ ) W (_fl,glstl) (F9.D77
g )
(1}

or

K@Y = T (-1 QW (T Q) . (F9.D.78)

A comparison of Eq. (F9.D.78) with Eq. (F9.D.75) would show that W g(T',Q,t) can be identified as

W00 = PO + C,_ x0-0) 1 @0 (F9.D.79)

&gg

and substitution of Eq. (F9.D.78) into Eq. (F9.D.79) yields the defining equation for the "Event-Value
Function"

W (EQ.0 = PlEQY + C,. (BQ-Q) T, (-7, Q)W (7 Q1) . (F9.D.80)

Equation (F9.D.80) will be referred to as the "Integral Event-Value quiation." A comparison of Eq. (F9.D.80)
with Eq. (F9.D.38) would show that the event-value function Wg('r,Q,t) is adjoint to the event density
¥, (7.Q,). Therefore, the effect of interest is given by

A= Xg: fff ch(i',Q,t) Wg(T,Q,t)deth . (F9.D.81)

Integral Emergent Adjuncton Density Equation

The solution of either the point-value equation, Eq. (F9.D.76), or the event-value equation,
Eg. (F9.D.80), could be accomplished by Monte Carlo procedures; however, the random walk would not be
the same as that implied by Eq. (F9.D.40)." Consider the following altered form of Eq. (F9.D.76),

“The desire in MORSE is to use the same random-walk logic for both forward and adjoint calculations.
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. Y= 7 een -pERO] ZHE)
X (B = PXELQD + f dR B¥z)e Y 2

Zi(T)
; X (TL5E) 9.D.82
g Y =EEE Q-0 251 : ® )
g

The additional weight factor [Z5(2)/ZE(?)] arises since Eq. (F9.D.76) and its altered form, Eq. (F9.D.82), are
actually flux-like equations, even though x,(%,Q,t) is adjoint to the emergent particle density ¥ (7.Q.t).
In a fashion analogous to the forward problem, the following new quantities are defined:

H(z 1) = BX(E) 1 (1) (F9.D.83)

and

Hg(’r,Q,t) = Tg('r-'r",Q) Gg(“r’,Q,t') . (F9.D.84)

Since x; (2,Q,t) is a flux-like variable, the new variable H g('r,f),t) can be regarded as an event density and
G g(i',Q,t) like an emergent particle density. The defining integral equation for G g(‘r,f),t) should be the proper
basis for an adjoint random walk.

The defining equation for the adjoint event density function H g('r,fl,t) is obtained by considering the

following altered form of Eq. (F9.D.75):
%@ = [dREHE) e BB YE Q) + C, (7,00 XE QL] (F9.D.85)

&g

Multiply Eq. (F9.D.85) by Z¥¥) and rearrange as follows:

D) 1,20 = [dR 25ty e RO sE) P D)

, . = 9.D.86)
+ €, (1, Q-Q) ZF (1) 1 (.20, (F
where
v ZHT)
Cg*g,(i"',Q-’Q') = - Cg_g,('r’,Q-'Q') . (F9.D.87)
g r=v
Z ()
Noting that
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H(1,Qp = Ef(f)x;(f,Q,t) ,

[ B -1

and

O PAERY = PREQY

Eq. (F9.D.86) becomes

- ) - ’ =1 Y1 47
H Q0 = T G- QPIE Q) + ¢, (1 .0-Q)H 1.Q"1)] . (F9.D.88)

A comparison of Eq. (F9.D.88) with Eq. (F9.D.84) reveals that
Gg(‘r,Q,t) = Pg’ (@O, + Cg* g,(‘r,Q—'Q') H,, (TQ , (F9.D.89)

and the subsequent substitution of Eq. (F9.D.84) into Eq. (F9.D.89) yields the following defining equation for
the adjoint emergent particle density:

Gt = PRRQY + €, (10-Q) T, (-1,2) G, (.Q") . (F9.D.90)

Equation (F9.D.90) is almost identical with Eq. (F9.D.40), which defines the forward emergent particle
density X,(T, Q.,t) and also serves as the formal basis for the forward random walk. At this point, let us
interpret Eq (F9.D.90) in terms of the transport of pseudo-particles called "adjunctons" in the (P'~P) direction
of phase space. This presents two immediate problems:

1.  The transport of the adjunctons from ¥’ = T + RQ to ¥ would be in a direction opposite to the
direction vector Q — therefore, the direction vector for the adjuncton should be
Q=-0 and¥ =7 - RQ.

2. The collision kernel should be interpreted as describing the (E’~E) change in phase space experienced
by the adjuncton during its random walk; therefore, let

oy o I (10-0) ,
Cg,*g(r,Q -Q) = C,.p (BQ-Q) = g fdQ —_—E%T . (F9.D.91)

Equation (F9.D.91) may be rewritten in terms of a normalized collision kernel and a weight factor:

e a0 2 (1,0-09 |
28 g ’Q__,Q E s
Cy(TQ-Q) = 3 [d' —— ) 2 , . (D)
g Y fdQ ZEE(1,0-0") 25 (1)
g
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The selection of new phase-space coordinates (group g, Q = - Q) is made from the normalized kernel, and
the weight of the adjuncton is modified by the weight factor [ I which is no longer a simple nonabsorption
probability and may assume values in excess of unity. Therefore, there is no "analogue” scattering for
adjunctons, and the adjuncton's weight may increase at some collisions.

Equation (F9.D.90) can be rewritten as

G (. Q0) = P:’(‘r,Q,t) + Cy (1O Q) T (+-1,Q)) G, (7.Q1) (F9.D.93)

which now corresponds to the transport of adjunctons and provides the desired basis for the adjoint random
walk in the MORSE code. Note that the source of adjunctons is provided by Pg’ (1,Q,1), which is related to P:’ (1.Q.,0)
as follows:

PPEOY = PAG-Q , (F9.D.94)

which must be taken into consideration if the response function chb (1,Q,t) has angular dependence; however,
many physical situations permit an isotropic assumption for the Q dependence.

A Monte Carlo solution of Eq. (F9.D.93), the "integral emergent adjuncton density equation, will
generate data from which the adjuncton flux X; (1,Q) and other quantities of interest can be determined. The
general use of x; (7,Q) must take into account the reversal of direction between adjunctons and real particles

(e, @ = - Q). For example, consider the various ways of calculating the answer of interest:

A= zgj f f f Pg’(i,Q,t) (7.0, t)dzdQdt

P00
= £~ T (7-1.Q) x.(7,Q,t)dEdQdt
28: [1] E) ’ (F9.D.95)
A = Eg [[[ 300 %ER0ddd = [ [S,20.0x(x.-Q.0dd0de (F9.D.96)

A= Egj f f fsf(-r,Q,t)wg(-r,Q,t)drdet = f f f SEETQHW (3,-Q,0drdQdt (F9.D.97)

S.(1,Q,1) S (1.Q,1)
A= £ U H (7Q,0)didQdt = £ "7 H (7,-Q,t)dedQdt D.
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S,(1.Q,0) : i, i}
= 8 " - T/ ¥ ! ’
A=Y f f f ) T, (1'-1,Q) G (+/,Q,t")drdQdt

S (z.Q,0)
= £ 7 77T (7'-1,-Q) G (7, - Q,t")drdQdt . (F9.D.99)
2 =@ ° i

Further, if outward boundary crossings would be scored in the forward problem, the corresponding source
adjunctons would be introduced in the inward direction. Likewise, adjunctons would be scored for entering
a volume from which the source particles in the forward problem would be emitted. Note that many sources
and response functions are isotropic, thus the problem of direction reversal need not be considered.

Multiplyin tems”

The group notation form of the general integral equations as provided in the previous section are
modified in this section to address the specific problem of multiplying systems. In a fissioning system, it will
be presumed that the source of neutrons for the n#z generation comes from fissions that occur during the
previous generation, the (n-1)st generation. In group notation and seven-dimensional phase space, the source

term for the nth generation, S,(%,Q.t), is given by

S0 = [ SYLEQNIE,
AE

(F9.D.100)
4
where
S *(1,E,Q,0)dEdQ = source particles emitted for the nth generation per unit volume and time at the
space point T and time t with energies in dE about E and directions that lie in
dQ about Q,
SYMTEQ) = XE) f f dE’'dQ’ vE(T.E)¢" (F.EQ0) (F9.D.101)
4m J Jan o
f(E)dE = fraction of fission neutrons emitted having energies in dE about E,
S ITEQ = angular neutron flux for the (n-1)st generation,
VI(T,E") = fission neutron yield x macroscopic fission cross section.

“The terms generation and batch will be used interchangeably in this section and will refer to the batches
of neutrons processed in the MORSE Monte Carlo calculation.
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Substitution of Eq. (F9.D.101) into Eq. (F9.D.100) and expressing the energy integration as a summation over

energy groups yields
»\V 00 - £ 3 [l o
S, (1,QH = & ‘vEf () ¢, (1Ot
LB = = g_Gf @y @2, (F9.D.102)
where
f, = [ fB)E (F9.D.103)
AE,
f vE(E,E) $(1,EQ,t)dE
- AE
vIH(T) = & — . (F9.D.104)
[ $EEQ.0E
B
Equation (F9.D.102) can also be expressed in terms of the emergent particle density:
VEg(r) o
SR = L o dR ZE(p)e PRyl e O v
[EQ.0 = £ > | f f (F)e @), (F9.D.105)
. where
S
., ! . - Bt ,Q' -7 1ot
¢ = [ dRe™ Wy @0y, (F9.D.106)
0

so that for a given Sg"(‘r,Q,t) , the emergent particle density distribution for the nth generation can be calculated
using the following modified form of Eq. (F9.D.27):

BEQY = S)EAY

1 Eg ~g 1,
£y fdQ'——-—(rQ Q)deEg(r) TR RD 0 3 O )
€78 an (D)
= $, (A + C, (1Q-Q) T, (1'-1.Q7) xp(7'.Q"t) . (F9.D.107)

Equations (F9.D.105) and (F9.D.107) can be combined and written as an eigenvalue equation in seven-
dimensional phase space
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f vZE(7)
200 -1y rap’
Xg(r ) k 4 =G f Et (r)

drR 28 (— ) - ﬁz(?vR»Q) xg,('i",Q,tl)

zg -8 QI_’
fdQ, (T, Q) deEg( f)e - By (rRQ)Xg (F, 0 ).
Ty 23 (F9.D.108)

The usual objective in a reactor calculation is to find the eigenfunctions Xo (1,,t) and the eigenvalue k.
In MORSE, this is accomplished iteratively, each batch being one iteration. The source for the first batch i is
unknown and must be assumed. From this source an estimate of the resultmg emergent particle densities, x ,
are calculated from Eq. (F9 D.107). The source for the next batch, S , is obtained from Eq. (F9.D.105) and
then estimates of the x are obtained from Eq. (F9.D.107). After the source has converged (usually after a
few batches), the x are presumed to be a valid estimate of the eigenfunction , in Eq. (F9.D.108) and an
estimate of the multlphcatlon factor can be obtained for each of the succeeding batches.

The multiplication factor corresponding to the nth generation (or batch) is defined as the ratio of the total
production of fission neutrons during the nth generation to the total number of source neutrons introduced into
the nth generation

deEg (— ﬁRQ)X; (— Ql,tl)

ff drdQY'dt ~

n ’ (F9.D.109)
2_:6 [[[ 8¢ didQat

which can also be expressed as the ratio of successive sources

1
] gz-jG [[[8s" @QodrdQdr
n = : (F9.D.110)
E_G [[[ S¢@Q.0drdQdt

k

The multiplication factor is calculated at the end of each batch and the eigenvalue, k, is taken as the mean value
of the k, averaged over all the batches calculated after convergence of the eigenfunctions was achieved.

Equation (F9.D.107) is solved by MORSE in the same manner as it would be for nonfissioning systems.
The fission event is treated as an absorption, and the neutron's weight is modified accordingly (i.e., fissions that
occur do not introduce new neutrons into the present generation). The multiplication factor, k,, is estimated
by summing the contribution vI(T)/Z5(t). W,, the neutron's weight before collision, at every collision is an
estimate of the collision density. At the end of the batch k, is divided by N, the total starting weight of the
batch.
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The source for the next batch is not obtained directly from the individual contributions (VI W, ).
Rather, Russian roulette and splitting are used to discretize these contributions into ones of equal value. The
splitting and Russian roulette parameters used are determined by the input parameter, FWLOW, the desired
value of a single contribution. To keep the number of neutrons from multiplying or decreasing indefinitely,
FWLO is modified from batch to batch such that the number of source neutrons for each batch remains nearly
constant. The value of FWLOW for the (n + 1)s¢ batch is calculated at the completion of the nzk batch as
follows:

FWLO,, = FWLO, k (fisson neutrons produced during the nth batch)
(source neutrons introduced into the first batch)

(F9.D.111)

where Tcn is an accumulative estimate of k through n batches. The f(n modifying factor is required since the
FWLO calculated after the nth batch affects the number of source neutrons in the (n + 2)nd batch.

The adjoint problem for the fissioning system is solved by MORSE in terms of the random walk of
"adjunctons” as described by the integral emergent adjuncton density equation, Eq. (F9.D.93), that can be
rewritten in batch notation as

G,(®Q.1 = [Pg’(-r,Q,t)]" + Cg,*g(’r,Q'-'Q) Tg,(-r':r,Q') Gy (3. Q) , (F9.D.112)

with the source of adjunctons being provided by the response function based on flux density, P, ®  The effect
of interest for the nth generation, k is the production of fission neutrons due to fissions in group g that appear
at the fission site in the next generat1on according to the group fission spectrum, f,, and is given by

"= [ el ¢ @R 0dd0d

1
= f f f vEED) Y f dQ'_'x;“‘ @Q".0| ¢ (@.Q,0dedQdt,
=G (F9.D.113)

where

(r Q,t) = the value to the effect of interest in the n## generation of an emergent neutron with phase-space
coordinates (group g, T, Q, t).

From Eq. (F9.D.113), the source of adjunctons for the ntk generation is identified as

1
PlEan” = vE?(‘r)Z f dQ’—ix;“ '@ . (F9.D.114)
o

Noting that according to Egs. (F9.D.83) and (F9.D.84)

Xg (LAY =

zg(r) T (l‘ -T Q) G (I‘ Q t ) (F9.D.115)
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Eq. (F9.D.114) can be rewritten as

PEOHF = VZg(r)E fdQ’——T (F-1Q) GIE Q)
4T Eg(r)

g
) v (r) fdQ’ £ de -Bg(rRQ)Gn l(- Q1) . (F9.D.116)
g

Noting that the fission process is independent of the incident neutron's direction and that the fission neutrons
are emitted isotropically

P2z, Q.0)"

fl

PlEOYr, (F9.D.117)

and Eq. (F9.D.116) can be used in conjunction with Eq. (F9.D.112) (i.e., Q replaced by Q).
Equation (F9.D.116) can be rewritten as

vI¥(T
PlEQyP = 1 f(T ) fdQ [£, VEf(r)]dee B GR)
sz(—) =G
-1, v gt
x Gy (T Q1) , (F9.D.118)
where
1
VE(T) = Y VvEXT) , (F9.D.119)
g=G
vEX(T) o . . - .
=) = energy distribution of adjunctons emerging from an adjoint fission,
v (T

[f o vZ.(T)] = the gth group cross section for adjoint fission.

Note that the integral emergent particle density equation, Eq. (F9.D.107), is identical in form with the
integral emergent adjuncton density equation, Eq. (F9.D.112), so that essentially’ the same random walk
procedures can apply to the solution of the forward and adjoint fissioning systems. The adjoint source,
Eq. (F9.D.118), differs from the forward source, Eq. (F9.D.105), only in that the fission cross section and the
group fission spectrum have changed their roles. The adjoint-fission group cross section is [f,* . vZ(1)] and
the energy distribution of the adjunctons emerging from an adjoint fission is ng(r)/vEf(r)

"The same differences will exist between the forward and adjoint collision kernels here as was the case for
nonfissioning systems.
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The adjoint solution is started by assuming some arbltrary initial source, [P <]’(r Q,0), and calculating
the G (r Q.0 using Eq. (F9 D.112). A new source term, [P, (r )2, is then calculated from Eq. (F9.D.118)
and the next estimate, G (r Q), is calculated usmg Eg. (F9. D 112). Th1s procedure continues until, as in the
forward case, the source has converged and the Gg s are presumed to be an estimate of the eigenfunctions G,.
Then for each succeeding batch, the following estimate is made for the eigenvalue k:

gzl:G f[[ aLya [£," vEE ()] { dR e PRGN (3 1)
" l ’ (F9.D.120)
> 1] [P2(2.Q,0]" drdddt

and the eigenvalue, k, is taken as the mean value of the k, averaged over all the batches calculated after
convergence of the eigenfunctions was achieved — exactly the same procedure used in the forward calculation.
F9.D.2 GENERALIZED GAUSSIAN QUADRATURE
General Statement of the Problem and Its Solution

Given w(x), a < x < b, such that w(x) > 0 (Restriction I).

Problem: find {x;, o} for i = 1,n so that
b

f f(x) o(x) dx = fj f(x)w, (Restriction II)
i=1

a

holds for all f(x) where f(x) is a polynomial of degree 2n - 1 or less.

Solution: Determine a set of polynomials Q,(x) (i = 1,n) orthogonal with respect to w(x). That is,

b
[ Qe dx = &N, ,

where &;; is the Kronecker delta and N; is a normalization constant. Then {xi};‘_l are given by the roots of

Qn(x)s Qn(xi) = O, and
- -1
= [ 2:1 Qiz(xi)/ Ni] .

i=l

Note:  Since the functions 1,x,x2,....x*! are independent and form a basis for the space of all polynomials
of degree 2n - 1 or less, it is equivalent to Restriction II to require that
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b n
M, = fx"co(x)dx =Y x o for v=02n-1.
a

In other words, the problem is that of finding a discrete distribution,
n

w*(x) = E w, 0(x - x),
i=1

having its first 2n moments, {Mv}i':al identical to those of the original distribution w(x).

It is then possible to relax the nonnegativity restriction, w(x) > 0, and in fact to state that w(x) need not
be completely specified but only its first 2n moments be given. Restriction I then becomes two restrictions on
the moments:

L:ICI>20i=1,n-1

where IC|| is the Gram determinant

MMM, .. M,__,
| MMM, MM, ..M,
MM
01
|C1| = M.M » |C2| = M1M2M3 s eees |Cn-1| =
n M,M,M,
Mn-an T M2n-2

and
I;: the roots of Q,(x) lie inside the interval [a,b], i.e., a < x; < b whenever Q,(x;) = 0.

Equivalence of Moments and I egendre Coefficients

We shall use the following form for the Legendre expansion of an angular distribution:

o«

fu) = 2% 2“2” £ (W) . (F9.D.121)
0n

From this it follows that

1
f, = ff(p) P(u)du and f, = 1. (F9.D.122)

~1
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The moments of the distribution are defined by

1
M, = f po f(u) du . (F9.D.123)
-1

If the Legendre polynomials are written

{
P() = Y Py K" (F9.D.124)
n=0

[the p,'s may be derived easily from the recurrence relation for P(u)]. Then it follows simply from
Egq. (F9.D.122) that

1

4 2
f = 3 P [ TR AR = 3 Py, M, - (F9.D.125)
n=0 21 n=0

Likewise,

1 © 1
20+1
M, = [ufGdu = QEO & [H R .
-1 " -1

From the orthogonality property we know that P,(u1) is orthogonal to any polynomial of degree less than ¢.
Hence,

1
fp“ Wdp =0 for¢>n.

-1

Then,

20+ 1 -
Mﬁ% 2+ f,pu s (F9.D.126)

where

1
Py = f p® P(uw)dp
-1

are the coefficients for a Legendre expansion of u"; that is,

L 20+1 -
=y > Po P
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[The Legendre polynomial recurrence relation may also be used to derive recurrence relations for the pn}' ]

Equations (F9.D.125) and (F9.D.126) show that the first n moments of an angular distribution may be
derived from the first n Legendre coefficients and vice versa.

eneration of Polynomials Orthogonal With Respect to w(x
Let us now presume that we are given the first 2n moments, My,M,....,M,, ,, of an arbitrary function w(x)

and are given no additional information about w(x). We shall attempt to derive a set of polynomials which are
orthogonal with respect to w(x). If we define the notation

b
E{I)] = f I(x) w(x)dx ,

then what we wish is to determine Q,,Q,, ..., Q, such that

Qx) = E a, x*, (F9.D.127)

k=0

with the normalization condition a;, = 1, and that

EIQE Q001 = Ry (F9.D.128)
Note that
b
N, = Q)] = [ Q0 (0 dx . -
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Since w(x) > 0, then it follows that”

N;>0. (F9.D.129)

From the properties of orthogonal polynomials we know that an arbitrary polynomial of order i, S; (x),
may be expanded in terms of the Q polynomials,

i

S,(x) = E 83 Q) -

It follows that
E[Si(x) Qi(x)] =0 fori<j.

Let us presume that we have obtained the first 1 polynomials and are attempting to derive Q,,;(x). Due to our
normalization condition (a;; = 1), we have

Quix) =x" +Ri(x), (F9.D.130)

where

Rix) = 21: 2%
k=0
Q) = xx' + R
x[Qx) - Ri_;(0] + Ri(x)
xQ(x) + [Rix) - xR_;,(x)] .

The term R;(x) - x R;;(x) is a polynomial of order i and may be expanded in terms of the Q’s. Thus,

Q. ® =xQx) + Y d Qx) . (F9.D.131)

k=0

For j < i-2 we can use the orthogonality relation

*Since we wish to relax the nonnegativity restriction slightly but not completely, we will retain
Eq. (F9.D.129) as a reasonable requirement for a "well-behaved" w(x). This requirement is essential to allow
full use of the properties of orthogonal polynomials. It is also essential to the eventual use of this
development as a Monte Carlo selection technique since it is needed to ensure that the "probabilities," w, be
positive.
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- EIQ,,,x)Q®] = 0 = Ex Q(x) Q(x)] + Y 4, E[Q () Q)]
k=0 -
= E[Q(0) (x Q)] + &, N,
= 4N,
since x Q;(x) is a polynomial of order <i - 1 and is orthogonal to Q(x). Since N; >0, we must have d;=0.
If we write
Wi = - di
and
0? =-d;;1
then Eq. (F9.D.131) reduces to
Q¥ = (x - p, ) QX - 67Q, () . (F9.D.132)
This equation is the basic recurrence relation for our polynomials. We have
E[Qi1(x) Qux)]=0
= Elx Q(¥) Q)] - i1 BIQ(X) Q(¥)] - 0} E[Q; ()]

= E[Q(x) (x Q)] - 0 Ny
=E[Q() {Q(®) - Y dy Q)1 - 0] N,
k=0
=E[Q ()]~ 0} Ny
=N; - 0? N, -
This equation is easily solved for
o = NJ/N, | (F9.D.133)

If we return to Eq. (F9.D.130), it is easy to see that
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e

N; = E[Q(x) Q)] = E[Q,(x) x'] + E[Q,(x) R_;(x)]

i b i
=EQM xT = Y 2 [x*x 0 dx = 3 a, M, . (F9.D.134)
k=0 k=0

2

Likewise, we will define

o
I

iel E[Q,(x) xi”]

Y a4, M., - (F9.D.135)
k=0

Then the final orthogonality relation used in defining Qi+,(x) gives us
E[Q;,(x) Q(x)]1 =0
= B[Q;(x) X'] + E[Qi1(¥) Ry, ()]

= E[x Q(x) X - s EIQ() X - 07 E[Qi (x) X1

=L - B Ni - o’ L

or
L. L.
i+l 2 i
i+ = - 0, —
PeTN TN,
L L (F9.D.136)
"N N_ =

The coefficients a, may be obtained from the recurrence relation, Eq. (F9.D.132), by taking the coefficient of
x* on both sides of the equation. This gives

2
ok = -1~ Mg dx T %Gy - (F9.D.137)

To recapitulate, one uses moments through M, and the values of a ; from Q ;(x) to calculate N ;
[Eq. (F9.D.134)]. N;, along with the previously determined N;,, allows one to calculate oi2 [Eq. (F9.D.133)].
The moments through M,,,, and Q; (x) determine L  [Eq. (F9.D.135)]. This value in turn allows the
calculation of p;,; [Eq. (F9.D.136)]. With 0? and y ., the recurrence relation [Eq. (F9.D.132)] determines
Qin(x). In sum, the moments M ¢ M ,,.... M £ w(x) allow the determination of the orthogonal
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polynomials Qu(x), Q(x), ..., Q,(x). This determination is subject only to the restriction N ;> 0, i = O,n.
Although it is far from obvious, this restriction may be written in simple closed form as

MMM, ..M,
MMM, ..M,

>0.
MM,,; - My,

Properties of the Roots of the Qrthogonal Polynomials

The roots of the orthogonal polynomials have two useful properties which we shall prove:

Lemmal: Q,(x) has n distinct, real roots which "interleave" with the roots of Q,.,(x); that is, between
any two adjacent roots of Q,,(x) there is one and only one root of Q,(x), and furthermore there is one root of
Q,(x) greater than the largest root of Q,,(x) and one smaller than the least root of Q,,(x). Likewise, there is
one and only one root of Q,;(x) between any two adjacent roots of Q,(x).

Proof: We assume the Lemma to be true for Q,; and Q,,. Let x; > x;, > ... > x,; be the roots of Q, ;.
Then it follows that the sequence Q, ;(x;), Qu2(X2), -.., Qua(X,.1) alternates in sign. Since

Qux) = (% = 1) Quy(x) - oi-l Q%)
= - o, Qu-o(%) -

The sequence Q,(x;), Q.(%), -.., Q,(x,.,) also alternates in sign. This establishes that there is at least one root
of Q, between any two roots of Q, ;. Because the Q's are normalized to a; = 1, they are all positive at +« and
alternate in sign at —. Q,_, has no root between x; and +e; hence, Q,_,(x,) > 0. But Oi_l > 0 (because N, _,
>0and N, , > 0); therefore, Q ,(x,) < 0 and Q, must have at least one root greater than x,. Similar reasoning
leads to the conclusion that Q,,(X,.)), Qu2(x ~ =), and Q,(x - -«) have the same sign while Q,(x,_,) is
of the opposite sign. Thus, Q, must have at least one root between x,_; and —. Since this gives us n intervals
where Q, must have "at least one" root, it is clear that Q, has n distinct roots which interleave with the roots
of Qn—l'

The proof by induction may be completed by using similar arguments to show that one of the two roots
of Q,(x) lies above the single root of Q,(x) and one below it.

Lemma II: The n roots of Q,(x) lie in the interval (a,b).

Proof: Assume that Q,(x) has only s changes of sign in the interval (a,b) at the points x;, X,, ..., X .
Let

B(x) = (x = X)(x = X)X = X5) ... (X = %),
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then B(x) Q,(x) does not change sign in the interval (a,b). It follows that™

b
E[6(x) Q,(0)] = f 8x) Q) w(x)dx # 0 .

However, 6(x) is a polynomial of order s < n. Since Q,(x) is orthogonal to all polynomials of order less than
n, we must have s = n, thus proving the assertion.

The Meaning of the Two Restrictions Which Replace the Nonnegativity Reguirement, w(x) >

In the foregoing development, knowledge of the entire function w(x) is never required. Instead, all that
is needed are the moments, My, My, ..., My, ;, of w(x). The generalized quadrature thus developed is thereby
valid for the whole class of functions having those moments. Since the moments are equivalent to the
Legendre coefficients, f;, f), ..., f,,; , this class is comprised of all functions having the same truncated
Legendre expansion; that is,

2n~-1

o) * 0'(x) = Y,

=0

20+1

£, .

In particular, the discrete distribution derived by this technique is itself one function from this class.

1t is not required that all functions of this class be nonnegative; in fact, there are infinitely many which
are not. It is not even required that the truncated Legendre expansion w’(x) be nonnegative. However, it is
essential that at least one function in this class be nonnegative. The restrictions

() N,>0,i=1, ..,nand
(2) Q,(x) has n roots in the interval (-1, +1)

express exactly this requirement. Then it follows that w’(x) is the truncated expansion of some unspecified
nonnegative function. The failure of either of those two conditions expresses the fact that the given moments
(or Legendre coefficients) are not those of any everywhere positive function.

Generation of the Generalized Gaussian Quadrature

We are given w(x), a < x < b [or, rather, we are given the moments of w(x)], and we are attempting
to find a set of points, x;, and associated weights, w;, so that for any arbitrary polynomial, f(x), of order 2n -
1 or less,

b

E[f(x)] = f fx) ox)dx = ¥ f(x) o, .

i=1
a

“This step relies on the requirement that w(x) be nonnegative. We wish to relax this restriction somewhat,
but not completely. Since Lemma II expresses a property that will be essential to the use of this development
as a Monte Carlo selection technique, we will use this property as one of the requirements for a "well-
behaved" w(x) with which we shall replace the nonnegativity restriction.
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By simple division of polynomials,

() = qp.1(%) Qu(x) + 1,4(x)

where g,,(x) and r,,;(x) are polynomials of order n - 1 or less.

E[f(I] = Elq,.,(x) Q)] + E[r,_,(x)]
(F9.D.138)
= E[r,_,(x)] from the orthogonality property of Q_ .
However, we want
E[f(x)] = ), fx) o, = ) ooy () QX)) 00 + Tp-1 (%) @;
i=1 i=1 i=1
(F9.D.139)

= ‘; q,-,(x) Q,(x): @, + Elr,_(x)] .

By subtracting Eq. (F9.D.138) from Eq. (F9.D.139), we find that we must require, for all polynomials, q,_,(x),
that

Y 9 Qux) w;, = 0. (F9.D.140)
i=1

This condition can only be met if

Q) =0, (F9.D.141)

that is, the desired points, x,, are the roots of Q,(x).
Now we still must pick the weights, w,, so that

E[r,_,(x)] = ) (),
i=1

wherer,,(x) is an arbitrary polynomial of order n - 1 or less. Since r,_; may be expanded as a linear sum of
the orthogonal polynomials, Qq, Q,, ..., Q,.;, it is sufficient to require

E[Qk(x)] = Z Qk(xi)-(n.l for k = 0,1,....n-1 . (F9.D.142)
iel
However,

E[Q(x)] = E[Qux) Q)] =N, &, -
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Thus we must have

Y Qx)-w, =N&  fork =01,.n-1. (F9.D.143)
i=1

Multiplying Eq. (F9.D.143) by [Q,(x;/N;] and summing over k, we find

> Q;(:. E Q) @, = Z o {El AL Qk(x‘)}

k=0 N,

k=0

(F9.D.144)

n-1 i .
IS N Y N
k0 N. N

j [
Introducing the function

OO

k=0 N,

D _,(xy

we can write Eq. (F9.D.144) as
n
> oD, (%) = 1. (F9.D.145)
i=1 :

To proceed further, we must establish the Christoffel-Darboux identity,
Q.®Q,.,» -Q,,0Q®
N_&x -y

[x - p)Q, () - 62, Q,,(01Q,-, () - Quy LY ~ 1IQu 1Y) - 05.,Q,,()]
Nn-l(x - Y)

X - QX Q) + 021 [Q, ) Q) - Quuy(®) Q)]
Nn-l(x - Y)

. Q0Qm . Q%) Qy(y) - Qy(x) Q,(y)
kel N, Ny&x -y)

i:l Qk(x) Qk(Y) (x- Hl) -(y- }11)
k=1 N, No&x -y) (F9.D.146)
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R SRAOLN)

=D _.(X,y) .
X0 Nk n-1
Therefore,
Q%) Q) = Q. (%) Qux))
D, ,(xpx;) = ——L 20 Lk (F9.D.147)
Nn_l(xj - X)
* Fori »jand Qyx) = Q(x) =0,
Dn—](xj’xi) =0.
Therefore, returning to Eq. (F9.D.145),
n
Z miDn_,(xj,xi) = Dn_l(xj,xj) =1
inl
or
1 Q2(x) -
W = [Dn.l(xj,xj)]'1 = (g:o . ’] . (F9.D.148)
- x

Limits of u, and o~

In the calculations leading to the generalized Gaussian quadrature, we obtained two restrictions that

had to be satisfied in order to have a positive distribution located on the interval (~1,+1). These restrictions
were

1. N;>0.
2. All the roots of Q,(x) lie in the interval (-1,+1).

Let us determine first what limitations these two restrictions place on the quantities p;, 0;. Consider first the
effect of adding an infinitesimal amount Ay to u;. We have

Q) = (x - 1) QX - 62, Q_,(x)
and

Q') = (x-p; - Ap) Q%) - 02, Q_,() = Q) - ApQ, () .
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If Q, has a root at x,, then Qi’k will have a root at x, + Axg
Q;"(x, + Axp) = 0 = Qx, +Axp) - ApQ,_(x, + Axp) .

If we expand the right-hand side and keep only first-order terms,
0= Qi(xo) * Axo Qli(xo) - Ap Qi-l(xo) = Axo Qli(xo) - Ap Qi-l(x())

or

_Q(xy) Au

X
0 Q%) (F9.D.149)
Since Q(x) is positive as x approaches +, then Q’,(x,) >0 atx, equal to the largest root of Q;.
At successively smaller roots of Q;, the sign of Q',(x) alternates from positive to negative. Q;(x) is
similarly positive at +e. Also, it has no roots greater than the largest root of Q;. Therefore, Q;,,(x) >0 at the
largest root of Q. Because the roots of Q;, "interleave” with the roots of Q;, the sign of Q;,(x) must alternate
at successive roots of Q,(x). Therefore, at all roots of Q;(x) we must have

Q..
Q\x)

>0 (F9.D.150)

or, going back to Eq. (F9.D.149),

dx
—2>0.
dy,

Therefore, as y; is increased, the roots of Q,(x) shift to the right, and, as p;is decreased, the roots shift
downward. If p; is steadily increased, the largest root of Q; will eventually equal 1. This point is determined
by

Q) =0 =(-p)Q_ (1) - 0o Q)

or

2 QD)

p'i= - . B ——

QL

This value is clearly the maximum value of p;, which will generate positivity in the interval (-1,+1). Likewise,
there is 2 minimum value at which the lowest root of Q; occurs at x = -1.

Q(-1) = 0 = (-1 =) Q_,(-1) - 0% Q,(-1)

or
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2 Q(-D

p!’nin = -1 - o,
' QLD
Note that
-_,(1
o = ——Q"z( ) >0,
Q. (M
due to the positivity of the functions as they approach +« and that
-_,(-1
b QD
Qi-l(-l)

due to their alternation in sign at —«. Since 0;2_1 > 0, we have the following picture on a y; axis,

min max
¥;

L

! 1 | I H;

-1 -1 +°i2-lﬁi 1-0f +1

Now that we have upper and lower limits for j1;, what can we say about oi2 ? Since cxi2 = N,/N_,,
restriction I implies that o > 0. We can obtain an upper limit to 6> by setting p™" = u™>. For larger

values of of, pfff > uiyT» which means that there is no value of p,,, that will allow all the roots of Q,,,(x) to
lie inside (-1,+1). Thus

Q.+ Q. (-1
1 - 2 i-1 - -1 - 2 ki M
(05 ) max —Qa(“l) (0 max Q( D
Q.+ Q=D
Q,(+1) Q,(-1)
(02) =2 Qi-1(+l) N Qi-l(-l)
i QU+ Q-1 |

We can work back from the limits on y; and 0? to obtain limits on the moments.
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Therefore,
0 < c’i2 <2 Qi-l('*'l) B Qi-l(—l)
Q(+1) Q(-D
implies
g 2N,_, i-l
- a, M, <M, <- - - a M.
o ik *k 2i Qi-1(+l) . Qi-l(-l) ~ ik *k
Q,(+1) Q(-1)
Li+l Li
p'q-l -
/ ' N1 Ni-l
' i i-1
L = Z ay Mg = My, + E ay My ,i.
k=0 k=0
Q,.,(D
Moy =1 - o 2L
Q,(1)
therefore,
. (1 N.L. . (1
L7 =N - N, on"l() + 41 =N}|1- C?Sﬁ + L, o}
Q) N, Q)
QD 2 4
L <N|1 - ol =il +Lo -y a M. ;
M21 1 1( 1 Ql(l) i kz-:o ik k+i+l
also,
(-1 i-1
My, >Nj|-1- 0?_91;1_(_) + L c’i2 - E ay M., -
Q-1 k=0
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To obtain the limits on the Legendre coefficients, take the set of moments already determined Ml, M,,
.» M., combined with le and convert from moments to Legendre coefficients. This gives f2 . When
Ml, M,, ..., M, are combined with M " and converted, one obtains le
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F9.E DEFINITION OF STORAGE LOCATIONS AND VARIABLE NAMES

The following tables describe the main variables, their storage locations, and the pointers to their first
location in core storage.
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Table F9.E.1 Storage loéations

Pointer” Variable Name Length
1° ENER NNGA+NGGA+2
LFP1 VELTH NNGA+NGGA
LFP2 Initial weight standards 3I*MAXGP*MXREG
LFP3 Path parameters MAXGP*MXREG
LFP4 EPROB (NNGA+NGGA)*MXREG
LFP5 FWLO MXREG
LFP6 FSE (NNGA+NGGA)*MEDIA
LFP7 GWL NNGA*MXREG
LFP8 ES NGPFS
LFP9 BEFS NGPFS
LFP10 SIGT (NNGA+NGGA)*MEDIA
LFP11 SIGS (NNGA+NGGA)*MEDIA
LFP12 SIGGP (NNGA+NGGA)*MEDIA
LFP13 SIGNU (NNGA+NGGA)Y*MEDIA
LFP14 NRD (3+4*NSCT+2*NPL)*MEDIA*NSGPS
LFP15 MWA 2¥(NNGA+NGGA)*MEDIA
LFP16 Current weight standards 3*MAXGP*MXREG
LFP17 Split and RR counters 8*MAXGP*MXREG
LFP18 Current FWLO MXREG
LFP19 Scattering counters 8¥(NNGA+NGGA)*MXREG
LFP20 NSCA MEDIA
LFP21 Geometry data NADD
LFP22 Neutron bank 12*NMOST
LFP23 Fission bank 7*NMOST
LAPI Analysis data
LSP1 NSGN NNGA+NGGA
LSP2 NSGL 2*NSGPS
LSP3 NSGP NSGPS
LFP24 Supergrouped cross-section data

“In COMMON POINT.

®First array location.
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Table FO.E.2 Definitions of variables in main storage

Variable

Name Definition

ENER(IG) Upper energy boundary of group IG (in eV).

VEL(IG) Velocity corresponding to the mean energy for neutron groups and the
speed of light for gamma-ray groups (in cnys).

FS(IG) Unbiased source spectrum—unnormalized fraction of source particles in
each energy group—transformed to cumulative distribution function (c.d.f.)
by SORIN.

BESJG) Biased source spectrum—relative importance of each energy
group—transformed to biased c.d.f. by SORIN.

WTHI(IG,NREG) Weight above which splitting is performed (vs group and region).

WTLO(IG,NREG) Weight below which Russian roulette is performed (vs group and region).

WTAV(JG,NREG) Weight to be assigned Russian roulette survivors (vs group and region).

PATH(IG,NREG) Exponential transform parameters (vs group and region).

NSPLOG,NREG) Splitting counter (vs group and region).

WSPL(IG,NREG) Weight associated with NSPL [i.e., the sum of weights which have split
(vs group and region)].

NOSP(IG,NREG) Counter for full bank when splitting was requested (vs group and region).

WNOSIG,NREG) Weight associated with NOSP.

RRKL(G,NREG) Russian roulette death counter (vs group and region).

WRKL(IG,NREG) Weight associated with RRKL.

RRSU(IG,NREG) Russian roulette survival counter (vs group and region).

WRSU(IG,NREG) Weight associated with RRSU.

INIWHI(IG,NREG) Initial values of WTHI array.
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Table F9.E.2 (continued)

Variable
name Definition
INITWLO(IG,NREG)  Initial values of WTLO array.
INIWAV(IG,NREG) Initial values of WTAYV array.
FWLONNREG) Weights to be assigned to fission daughters (vs region).
INIFLO(NREG) Initial values of FWLO.
GWLO(G,NREG) Weights to be assigned to secondary particles (vs group and region).
EPROB(IG,NREG) Relative importance of energy groups after scattering (vs group and
region). Present only if IEBIAS > 0.
NSCTJG,NREG) Number of real scatterings (vs group and region).
WSCT(IG,NREG) Weight associated with NSCT.
NALB(IG,NREG) Number of albedo scatterings (vs group and region).
WALB(IG,NREG) Weight associated with NALB.
NFIZ(IG,NREG) Number of fissions (vs group and region).
WEFIZ(IG,NREG) Weight associated with NFIZ.
NGAM(IG,NREG) Number of secondary productions (vs group and region).
WGAM(IG,NREG) Weight associated with NGAM.
NSCA(IMED) Scattering counter (vs cross-section medium).
FSE(IG,IMED) 